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PREFACE

Chemicals are used to make virtually every man-made
product and play an important role in the everyday life
of people around the world. The chemical industry is the
third largest industrial sector in the world and employs
millions of people. Since 1930, global production of
chemicals has risen from 1 million tonnes to over 400
million tonnes annually. In 2004 the global sales were
estimated at € 1776 billion. The EU accounts for
approximately 33% of global sales. This gradual increase
in the production and widespread use of chemicals was
not without “cost”. While chemicals play an important
role in products for health and well-being, they may also
pose risks to human health and the environment.

In 1992, at the United Nations Conference on
Environment and Development (UNCED) in Rio de
Janeiro, agreement was reached on an action plan for
sustainable development in a number of policy areas.
“Agenda 21” was born. The management of chemicals
features prominently in Agenda 21, including the need
to expand and accelerate the international assessment of
chemical risks and strengthen national capacities for the
management of chemicals. In the light of all of this, it
is no coincidence that chemicals were again high on the
agenda of the World Summit on Sustainable Development
in Johannesburg in 2002. In South Africa our heads of
state and governments undertook to minimize all adverse
effects of chemicals within one generation, by the year
2020.

With the new legislative framework for industrial
chemicals, i.e. REACH, Europe has moved from words
to deeds in meeting the Johannesburg goal. REACH
stands for Registration, Evaluation, Authorization and
Restriction of CHemicals. The Regulation creates one
system for the evaluation of all industrial chemicals with
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regard to their production, formulation, use and disposal.
It will provide a high level of protection of human health
and the environment and, at the same time, enhance the
competitiveness of the EU chemicals industry.

Successful implementation of REACH will be a
challenge. It will involve 30,000 chemicals, 30,000
companies, a newly created European Chemicals
Agency and many other stakeholders. REACH will also
be a scientific challenge. It will boost further scientific
research into sustainable chemistry. It will also make us
aware of the scarce human resources currently available
to meet these challenges. Therefore I hope that the
scientific community will shoulder its responsibility
for training students in chemistry, technology, biology,
toxicology and other sciences related to the development,
assessment and management of chemicals.

The present volume is the 2" edition of a book published
in 1995. It is an introduction to the risk assessment of
chemicals and contains basic background information on
sources, emissions, distribution and fate processes for the
estimation of exposure of plant and animal species in the
environment and humans exposed via the environment,
consumer products and in the workplace. It includes
chapters on environmental chemistry, toxicology and
ecotoxicology, as well as information on estimation
methods and intelligent testing strategies. It describes
the basic principles and methods of risk assessment
in their legislative frameworks (EU, USA, Japan and
Canada). The book is intended to be used by students in
technology, health and environmental sciences. It also
provides background material for those who are currently
involved in the risk assessment of chemicals. I hope that
this book will contribute to meeting the challenges we
are currently facing throughout the world.

Janez Poto¢nik
Commissioner for Science and Research
European Commission
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EXPLANATORY NOTES

Prefixes to the names of units

M mega (10°)

k kilo (10%)

d deci (101

c centi (102)

m milli (1073)

n micro (10°)

n nano (10)

P pico (10712

f femto (10°19)

Chemical prefixes

0 ortho

m meta

p para

n normal

sec secondary

tert tertiary

Units

A Angstrom (0.1 nm)

atm atmosphere

°C degree Celsius or centigrade

cal calorie

d day

g gram

h hour

ha hectare

J Joule

K degree absolute (Kelvin)

kg kilogram

L litre

m metre

M molar (mol/litre)

min minute

Pa Pascal (unit of pressure; 100kPa = 1 bar)

S second

\Y Volt

W Watt

y year

Abbreviations

ACD Allergic Contact Dermatitis

ADI Acceptable Daily Intake

ADME Absorption, Distribution, Metabolism and
Excretion

AEC Anion Exchange Capacity
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AF
al.
AIM

AIST

ALARA
ANN
ANOVA
APHA
ASTM

ATP
AUC

AVS

BAF
BBA

BCF
BfR

BIAC

BLM
BMD
BMF
BOD
b.p.
bw
CA
CAS
CBA
CBB
CBI
CBR
CCPs
CDC

CEC
CED
CEN
CES
CEPA

Assessment Factor or Application Factor
Active ingredient

Analog Identification Methodology,
USEPA

National Institute of Advanced Industrial
Science and Technology, Japan

As Low As Reasonably Achievable
Artificial Neural Network

ANalysis Of VAriance

American Public Health Association
American Society for Testing and
Materials

Adaptation to Technical Progress

Area Under the blood/plasma
concentration vs. time Curve, representing
the total amount

of substance reaching the plasma

acid volatile sulphide

Bioaccumulation

Bioaccumulation Factor

Biologische Bundesanstalt fiir Land- und
Forstwirtschaft

Bioconcentration Factor

German federal Institute for Risk
Assessment

Business and Industry Advisory
Committee

Biotic Ligand Model

Benchmark Dose

Biomagnification Factor

Biological Oxygen Demand

Boiling point

body weight

Competent Authority

Chemical Abstract Services
Cost-Benefit Analysis

Critical Body Burden

Confidential Business Information
Critical Body Residue

Capacity Controlling Properties

Centre for Disease Control (and
prevention)

Cation Exchange Capacity

Critical Effect Dose

European Standardization Organization
Critical Effect Size

Canadian Environmental Protection Act
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Explanatory notes

CFCs
ChemRTK

CICAD

C&L
CMR

CNS
COD
ComET
ComHaz
CSA
CSCL
CSR
CTV
CT50

C.V.
Cyt
DfE

dfi
DIN
DNA
DNEL
DOC
DOM
DSL
DT50

DU
EASE

EbC50

EC
EC10

EC50
ECA

ECB
ECHA
ECETOC

ECVAM

ED50
EEB

Chlorofluorocarbons

Chemical Right-to-Know initiative,
USEPA

Concise International Chemical
Assessment Document, IPCS
Classification and Labelling
Carcinogenic, Mutagenic and toxic to
Reproduction

Central Nervous System

Chemical Oxygen Demand

Complex Exposure Tool, Canada
Complex Hazard tool, Canada
Chemical Safety Assessment

Chemical Substances Control Law, Japan
Chemical Safety Report

Critical Toxicity Value

Clearance Time, elimination or depuration
expressed as half-life

coefficient of variation

cytochrome

Design for the Environment program,
OPPT

daily food intake

Deutsche Industrie Norm (German norm)
DeoxyriboNucleic Acid

Derived No Effect Level

Dissolved Organic Carbon

Dissolved Organic Matter

Domestic Substances List, Canada
Degradation half-life or period required
for 50 percent dissipation / degradation
Downstream User

Estimation and Assessment of Substance
Exposure [Model]

Effect Concentration measured as 50%
reduction in biomass growth in algae tests
European Communities

Effect Concentration measured as 10%
effect

median Effect Concentration

(1) Environmental Contaminants Act,
Canada; (2) Enforceable Consent
Agreement, USEPA

European Chemicals Bureau

European CHemicals Agency

European Centre for Ecotoxicology and
Toxicology of Chemicals

European Centre for the Validation of
Alternative Methods

median Effective Dose

European Environment Bureau

EEC
EEM
EEV
Eh
EHPV

EINECS

ELS
EN
ENEV
EP

EPA
ErC50

EQO
EQS
ERA
ES

ESD
ESIS

EST
EU
EUSES

FACA
FAO
FCV
FDA
FELS
FFRP

FIFRA
FYI
GAP
GC
GC-MS
GHS
GLC

GLP
GPE

HCS

European Economic Community
Emission Estimation Model

Estimated Exposure Value

Electrode potential

Extended HPV chemicals programme,
USEPA

European Inventory of Existing
Commercial Chemical Substances
Early Life Stage

European Norm

Estimated No Effects Value

(1) European Parliament; (2) Equilibrium
Partitioning

Environmental Protection Agency
Effect Concentration measured as 50%
reduction in growth rate in algae tests
Environmental Quality Objective
Environmental Quality Standard
Environmental Risk Assessment
Exposure Scenario

Emission Scenario Document
European chemical Substances
Information System

Embryonic Stem cell Test

European Union

EU System for the Evaluation of
Substances [software tool in support of the
TGD]

Variance ratio

Federal Advisory Committee Act, USA
Food and Agriculture Organization, UN
Final Chronic Value

Food and Drug Administration

Fish Early Life Stage

Furniture Flame Retardancy Partnership,
USEPA

Federal Insecticide, Fungicide and
Rodenticide Act, USA

For Your Information submissions under
TSCA

Good Agricultural Practice

Gas Chromatography

Gas Chromatography-Mass Spectrometry
Globally Harmonised System of
classification and labelling, UN
Gas-Liquid chromatography

Good Laboratory Practice, OECD
Greatest Potential for Exposure (of the
general population), Canada

Henry coefficient

Hazardous Concentration for 5% of the
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XIiX

H2E

HEDSET

HELCOM
HOMO
HPLC
HPV
HPVC
HPVIS
HRA
IBT

IC
ICAPO
IC50
ICCA

ICHC

ILSI
IOMC

IPCS
IPE

ISO
ISO/DIS
ITC

ITS
IUCLID
IUR

1.V.
JMPR

k
K

species

Hospitals for a Healthy Environment
program, USEPA

EC/OECD Harmonised Electronic
Data Set (for data collection of existing
substances)

Helsinki Commission - Baltic Marine
Environment Protection Commission
Highest Occupied Molecular Orbital
High Pressure Liquid Chromatography
High Production Volume

High Production Volume Chemical (>
1000 t/y)

HPYV Information System, USEPA
Health Risk Assessment

Inherent Biodegradability Test
Industrial Category

International Council on Animal
Protection in OECD Programmes
median Immobilization Concentration or
median Inhibitory Concentration
International Council of Chemical
Associations

International Conference on

Harmonization of Technical Requirements

for Registration of Pharmaceuticals for
Human Use

International Life Science Institute
Inter-Organization Programme for the
Sound Management of Chemicals,
International Programme on Chemical
Safety

Intermediate Potential for Exposure (of
the general population), Canada
International Organization for
Standardization

International Organization for
Standardization/Draft International
Standard

Interagency Testing Committee, USEPA
Intelligent Testing Strategies
International Uniform Chemical
Information Database

Inventory Update Rule under TSCA
intravenous

Joint Meeting of Experts on Pesticide
Residues, WHO/FAO

Rate constant

Partition coefficient or equilibrium
constant or distribution ratio or carrying
capacity

oa
oc

K

ow

Kp

log

In
L(E)C50
LAEL
LC50
LD50
LEV
LFER
LLNA
LOAEL
LOEC
LOED
LOQ
LPE

LUMO
m
MAC
MAD
MATC

MC
MDS
MFO
MIC
M/1
MITI

MM
MOA
MOE
MOS
m.p.
MRL
MS
MS-test
MSDS
MW
NAEL
nor N
N-DSL
NF
NGO
NIMBY
NITE

n-octanol-air partition coefficient
organic carbon normalised solids-water
partition coefficient

n-octanol-water partition coefficient
solids-water partition coefficient
Logarithm (common, base 10)
Logarithm (natural, base e)

median Lethal (Effect) Concentration
Lowest Adverse Effect Level

median Lethal Concentration

median Lethal Dose

Local Exhaust Ventilation

Linear Free Energy Relationship
Local Lymph Node Assay

Lowest Observed Adverse Effect Level
Lowest Observed Effect Concentration
Lowest Observed Effect Dose

Limit Of Quantitation

Lowest Potential for Exposure (of the
general population), Canada

Lowest Unoccupied Molecular Orbital
Mean of population

Maximum Allowable Concentration
Mutual Acceptance of Data

Maximum Acceptable Toxic
Concentration

Main Category

Minimum Data Set

Mixed Function Oxidase

Minimum Inhibitory Concentration
Manufacturer / Importer

Ministry of International Trade and
Industry, Japan

Micromass (test)

Mode Of Action

Margin Of Exposure

Margin Of Safety

Melting point

Maximum Residue Limit

Mass spectrometry

Multi-species test

Material Safety Data Sheet

Molecular Weight

No Adverse Effect Level

Total number of individuals or variates
Non-Domestic Substances List, Canada
Norme Francaise

Non-Governmental Organization

Not In My BackYard

National Institute for Technology
Evaluation, Japan



XX Explanatory notes
No. Number (in tables and parentheses) PPORD Product and Process Oriented Research
NOAEL No Observed Adverse Effect Level and Development
NOEC(L) No Observed Effect Concentration (Level) PRTR Pollutant Release and Transfer Register
NPPTAC National Pollution Prevention and Toxics PSI Predetermined Set of Information, OECD
Advisory Committee, USEPA PSL Priority Substances List, Canada
NSN New Substances Notification, Canada QA Quality Assurance
NTP National Toxicology Program, US QAAR Quantitative Activity-Activity
OCT OECD Confirmatory Test Relationship
(biodegradation) QC Quality Control
OECD Organization for Economic Cooperation QSAAR Quantitative Structure-Activity-Activity
and Development Relationship
OM Organic Matter QSAR Quantitative Structure-Activity
OPPT Office of Pollution Prevention and Toxics, Relationship
USEPA r? Squared correlation coefficient or
OSPAR Oslo and Paris Convention for the Coefficient of (multiple) determination
protection of the marine environment of R (phrases) Risk phrases according to Annex III of
the Northeast Atlantic Directive 67/548/EEC
)4 Level of significance (probability of RAR Risk Assessment Report
wrongfully rejecting the null hypothesis) RBC Red Blood Cell
P Persistent RBT Ready Biodegradability Test
P2 Pollution Prevention framework, USEPA RCF Root Concentration Factor
PAH Polycyclic Aromatic Hydrocarbon REACH Registration, Evaluation, Authorization
PBDE PolyBrominated Diphenyl Ether and restriction of CHemicals
PBPK Physiologically-Based PharmacoKinetic RIVM National Institute for Public Health and
modelling the Environment, the Netherlands
PBT Persistent, Bioaccumulative and Toxic RMM Risk Management Measure
PBTK Physiologically-Based ToxicoKinetic RNA RiboNucleic Acid
modelling RP Reference Point
PCBs PolyChlorinated Biphenyls RRM Risk Reduction Measure
PCDD PolyChlorinated Dibenzo Dioxin RWC Reasonable Worst Case
PCDF PolyChlorinated Dibenzo Furan S (phrases)  Safety phrases according to Annex III of
PCRM Physicians Committee for Responsible Directive 67/548/EEC
Medicine, USA 52 sample variance
PEC Predicted Environmental Concentration c standard deviation of population
PETA People for the Ethical Treatment of SAB USEPA’s Science Advisory Board
Animals, USA SAICM Strategic Approach to International
PFOA Perfluorooctanoic acid Chemicals Management
PFOS Perfluorooctyl sulfonate SAM Standardized Aquatic Microcosm
PLS Partial Least Square SAR Structure-Activity Relationships
PMN Premanufacture Notification under TSCA SARA Superfund Amendment and
PNC Pre-Notification Consultation, OECD Reauthorization Act, USA
PNEC Predicted No Effect Concentration SCE Sister Chromatic Exchange
p.o. per os SD Standard deviation of series
POC Particulate Organic Carbon SDS Safety Data Sheet
PoD Point of Departure SE Standard error of mean
POM Particulate Organic Matter SETAC Society of Environmental Toxicology And
POP Persistent Organic Pollutant Chemistry
PPA Pollution Prevention Act, USA SF Sustainable Futures initiative, OPPT
ppb Parts per billion SIDS Screening Information Data Set, OECD
PPE Personal Protective Equipment SIEF Substance Information Exchange Forum
ppm Parts per million SimHaz Simple Hazard tool, Canada
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SME
SimET
SNac
SNAN
SNIF

SNUR
sp.
SQO
SSD
SS-test
STP
L
TCDD
TDI
TEER
TEF
TGD

TIE
TLC
TLV
TNsG

TNO

Small and Medium Enterprise

Simple Exposure Tool, Canada
Significant New Activity, Canada
Significant New Activity Notice, Canada
Summary Notification Interchange Format
(new substances)

Significant New Use Rule under TSCA
Species (when part of a bionomial)
Sediment Quality Objective

Species Sensitivity Distribution

Single Species test

Sewage Treatment Plant

Half-life
2,3,7,8-tetrachloro-dibenzo-p-dioxin
Tolerable Daily Intake

Trans-Epithelial Electrical Resistance
Toxicity Equivalency Factor

Technical Guidance Document on risk
assessment, EU

Toxicity Identification Evaluation

Thin Layer Chromatography

Threshold Limit Value

Technical Notes for Guidance (for
Biocides)

The Netherlands Organization for Applied
Scientific Research

TSCA
TSCF

TTC
TUAC
TWA
ucC
UDS
UN
UNCED

UNEP
USEPA
vB
VOC
vP
vPvB
VSD
WEC
WHO
uv
v/v
WoE
w/v

WWTP

Toxic Substances Control Act, USA
Transpiration Stream Concentration
Factor

Threshold of Toxicological Concern
Trade Union Advisory Committee
Time-Weighted Average

Use Category

Unscheduled DNA Synthesis

United Nations

UN Conference on Environment and
Development

United Nations Environment Programme
Environmental Protection Agency, USA
very Bioaccumulative

Volatile Organic Compound

very Persistent

very Persistent and very Bioaccumulative
Virtually Safe Dose

Whole Embryo Culture

World Health Organization

Ultraviolet

volume/volume (concentration)

Weight of Evidence

weight/volume (concentration)

wet weight

Waste Water Treatment Plant
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1. GENERAL INTRODUCTION

C.J. vAN LEEUWEN

1.1 INTRODUCTION

Over the last few decades there has been considerable
activity in the field of risk assessment. This has
mainly taken place in international bodies such as
the Organization for Economic Co-operation and
Development (OECD), the World Health Organization
(WHO) - especially in the context of its International
Programme on Chemical Safety (IPCS) - the European
and Mediterranean Plant Protection Organization
(EPPO), the Council of Europe and the European
Centre for Ecotoxicology and Toxicology of Chemicals
(ECETOC) [1-10]. Various directives and regulations
in which risk assessment plays a crucial part have been
issued by the European Community [11-14] and similar
activities are taking place in other parts of the world, e.g.,
the U.S., Canada and Japan. Most of these developments
would not have taken place without the contributions of
many expert advisory bodies and individual scientists.

Historically, risk assessments have primarily focused
on risks to human beings. It has gradually become
apparent, however, that the ecological implications
of large-scale environmental pollution should also
receive attention. A situation has now been reached
whereby detrimental ecological effects, caused e.g., by
deforestation, food production (agriculture), excessive
energy consumption, as well as the production and use of
chemicals, have begun to threaten biological diversity and
ecosystem integrity, and thus humanity’s very existence.
Accidents such as that at Chernobyl, the Sandoz disaster
on the river Rhine, and recent cases of massive river
pollution in China with benzene and cadmium, have
increased awareness of the ecological and economic
consequences inherent in such disasters.

Risk assessment is a central theme in the control of
chemicals. Despite the role of risk assessment as the
scientific foundation for many national and international
regulatory guidelines, the phrase ‘“risk assessment”
means different things to different people and is often
surrounded by misunderstandings and controversy.
Some points of controversy involve the interpretation
of scientific studies. Others have to do with science
policy issues. Still others centre on definitions and
on the distinctions between risk assessment and risk
management. Some important definitions are given in
Table 1.1.

The scope and nature of risk assessments range
widely, from broadly based scientific analyses of air
pollutants affecting a nation as a whole, to site-specific
studies concerning chemicals in a local water supply.
Some assessments are retrospective, focusing on the
effects of a pollution incident, for example, the risks
posed by a particular chemical dump site. Others seek to
anticipate or predict possible future harm to human health
or the environment, for example of a newly developed
pesticide approved for use on food crops. In short, risk
assessment takes many different forms, depending on
its intended scope and purpose, the available data and
resources, and other factors [15].

Risk management decisions may have local, regional
or national consequences, but measures taken by a single
country may also have world-wide consequences. Pollu-
tion does not recognize national borders. That is why the
risk management of chemicals has become an important
issue on the international agenda.

The development and international harmonization
of risk assessment methodologies is recognized to
be a great challenge. In Agenda 21 of the United
Nations Conference on Environment and Development
(UNCED), chapter 19 was entirely devoted to the
management of chemicals [16]. The first recommen-
dation of UNCED was to expand and accelerate the inter-
national assessment of chemical risks (Table 1.2), which
requires mutual acceptance of hazard and risk assessment
methodologies. Mutual acceptance of hazard and risk
assessment methodologies (Figure 1.1) is considered
to be the second essential step in the risk management
process of chemicals, after international agreement was
reached on the mutual acceptance of data by the member
countries of the OECD [17]. The implementation of
Agenda 21 is a long-term commitment. Therefore, it is
no coincidence that chemicals were again high on the
agenda of the World Summit on Sustainable Development
in Johannesburg in 2002.

Data I—> Methodologies I—> Measures I

Figure 1.1. Mutual acceptance of data (cf. words) and hazard
or risk assessment methodologies (cf. grammar) is essential
to arrive at mutually accepted risk reduction measures (cf.
language).

C.J. van Leeuwen and T.G. Vermeire (eds.), Risk Assessment of Chemicals: An Introduction, 1-36.

© 2007 Springer.
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Table 1.1. Definitions of terms commonly used in the field of risk assessment and management.

Hazard is the inherent capacity of a chemical or mixture to cause adverse effects in man or the environment under the conditions of
exposure

Risk is the probability of an adverse effect on man or the environment occurring as a result of a given exposure to a chemical or
mixture

Risk assessment is a process which entails some or all of the following elements: hazard identification, effects assessment, exposure
assessment and risk characterization

Hazard identification is the identification of the adverse effects which a substance has an inherent capacity to cause, or in certain
cases, the assessment of a particular effect

Effects assessment, or more precisely, dose-response assessment is the estimation of the relationship between dose or level of
exposure to a substance, and the incidence and severity of an effect

Exposure assessment is the determination of the emissions, pathways and rates of movement of a substance and its transformation
or degradation in order to estimate the concentrations/doses to which human populations or environmental compartments are or may
be exposed

Risk characterization is an estimate of the incidence and severity of the adverse effects likely to occur in a human population
or environmental compartment due to actual or predicted exposure to a substance, and may include “risk estimation”, i.e., the
quantification of that likelihood

Risk management is a decision-making process that entails weighing political, social, economic, and engineering information
against risk-related information to develop, analyse and compare regulatory options and select the appropriate regulatory response
to a potential health or environmental hazard

Risk reduction is taking measures to protect man and/or the environment from the risks identified

Safety is defined as the strong probability that adverse effects will not result from the use of a substance under specific conditions,
depending on quantity and manner of use

In this chapter a description is given about the risk
management process in general. In Section 1.2 the 8
different steps are described. They reflect the current
regulatory practice in most countries, where the work
is mainly done by the public authorities. In Section 1.3
a number of changes are described that reflect recent
developments such as the focus on risk reduction and
responsible care (reversal of the burden of proof),
risk communication, the importance of stakeholder
participation in all stages of the risk management process,
risk assessment policy and integration in risk assessment.
In Section 1.4 disciplines, roles and responsibilities in the
risk management process are described. How risks are
expressed is explained in Section 1.5 and risk perception
is described in Section 1.6. Section 1.7 focuses on

uncertainty, variability and precaution and Section 1.8
provides some concluding remarks. Finally, Section 1.9
gives a more detailed overview of the different chapters
of the entire book.

1.2 THE RISK MANAGEMENT PROCESS

Risk encompasses impacts on public health and on the
environment, and arises from exposure and hazard. Risk
does not exist if exposure to a harmful substance or
situation does not or will not occur. Hazard is determined
by whether a particular substance or situation has the
potential to cause harmful effects. The risk management
process is triggered by concerns about the risks of
particular uses of a chemicals or particular situations.
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Table 1.2. Environmentally-sound management of toxic
chemicals as recommended by UNCED [16].

a. Expanding and accelerating the international assessment of
chemical risks

b. Harmonization of classification and labelling of chemicals

c. Information exchange on toxic chemicals and chemical
risks

d. Establishment of risk reduction programmes

e. Strengthening of national capabilities and capacities for
management of chemicals

f. Prevention of illegal traffic in toxic and dangerous products

Risk
then asigo:lg ement

“What shall we

Figure 1.2. The conventional wisdom is that risk management
should not influence the processes and assumptions made in
risk assessment. Regulatory practice, however, shows that the
two elements depend on each other like Yin and Yang.

Risk assessment and risk management are closely
related but different processes, with the nature of the
risk management decision often influencing the scope
and depth of a risk assessment [15]. In simple terms,
risk assessors ask “How risky is this situation?” and risk
managers then ask “What are we willing to accept?” and
“What shall we do about it?” Risk assessment is usually
seen as the objective/scientific part of the process and
risk management as the subjective/political part. The
distinction between these two components is important,
though controversial. The conventional wisdom - which
needs rethinking (Figure 1.2) - is that risk management
should not influence the processes and assumptions made
in risk assessment: the two functions should be kept
conceptually and administratively separate [18]. Risk
assessment provides information based on the analysis
of scientific data which describe the form, magnitude,
and characteristics of a risk, i.e. the likelihood of harm
to humans or the environment. Although risk assessment
is mainly a scientific task, political decisions are required
on matters such as: “What are we trying to protect
and to what extent should it be protected?” Endpoints,
unacceptable effects, magnitude of uncertainty factors
are controversial topics and based on implicit political
choices. Questions about risk often have no scientific
answers or the answers are multiple and contestable.

Risk management is about taking measures based on
risk assessments and considerations of a legal, political,
social, economic, and engineering nature. It is mainly
a political process, although science is involved in the
gathering of technical, social or economic information.
The entire risk management process consists of eight
steps (Figure 1.3), in which steps 1-4 belong to the risk
assessment phase, while steps 5-8 are in the domain of
risk management.

1.2.1 Hazard identification (step 1)

Hazard identification is the identification of the adverse
effects that a substance has an inherent capacity to
cause. It is the likelihood of harm due to exposure that
distinguishes risk from hazard. Hazard identification
involves gathering and evaluating data on the types
of health effects or disease that may be produced
by a chemical and exposure conditions under which
environmental damage, injury or disease will be
produced. For example, a toxic chemical that is hazardous
to human health does not constitute a risk unless humans
are exposed to it. The observed effects in humans may
include reproductive defects, neurological defects or
cancer. Ecological hazards include lethal effects, such
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Hazard identification
Effects assessment
Risk characterization

| Risk classification I

v

| Risk benefit analysis I
v

| Risk reduction I
v

| Monitoring and review

Figure 1.3. Steps in the risk management process.

as fish or bird mortality and sub-lethal effects on the
growth and reproduction of various populations. This
information may come from experimental laboratory
studies, accidents or from other sources such as measured
residues in fish or high concentrations detected at the
workplace.

Hazard identification may also involve character-
ization of the behaviour of a chemical within the
body and its interactions with organs, cells, or genetic
material. The principal question is whether data from
populations in which toxic effects and exposure occur
suggest a potential problem for other populations under
similar exposure conditions. Once a hazard (potential
risk) has been identified, a number of other steps become
important.

1.2.2  Exposure assessment (step 2)

Exposure can be assessed by measuring exposure
concentrations, once chemicals are produced, used and
emitted. With new chemicals, exposure assessments can
only be predictions. This involves estimating emissions,
pathways and rates of movement of a substance and
its transformation or degradation in order to obtain
concentrations or doses to which human populations or
environmental compartments are or may be exposed. It
involves describing the nature and size of the populations
or compartments exposed to a substance, and the
magnitude and duration of their exposure. The evaluation
may concern past or current exposures, or anticipated
future exposures. Multimedia exposure models are often
used, especially in environmental exposure assessment

(Chapter 4). Exposure assessment is also an uncertain
part of risk assessment because of the lack of information
on emission factors during the production of chemicals
(point-source pollution), and about the use of chemicals
in various products and their emissions (diffuse sources
of pollution). The enormous geographic variability
caused by differences in abiotic conditions, such as
climate (e.g. temperature, humidity, wind speed, and
precipitation), hydrology (e.g. different dilution factors
in streams, lakes and rivers), geology (e.g. soil type) and
biotic conditions (differences in ecosystem structures and
functions) also contribute to this uncertainty. Exposure
varies with time and depends on process-technology and
the safety measures taken. It is therefore not surprising
that measured environmental concentrations often differ
by several orders of magnitude [19]. The same applies to
occupational exposure and direct exposure to consumer
products. It may be concluded that measurements of
actual concentrations can help to reduce uncertainties in
exposure assessment, but only for existing chemicals, not
for new ones!

In health risk assessment (HRA) the various exposure
routes are often combined in order to determine a total
daily intake, expressed as mg per kg body weight per
day. In ecological risk assessment (ERA) there is no
single PEC or total daily intake, in fact, there are many
PECs. This complexity is often simplified by deriving
PECs for single environmental compartments: water,
sediment, soil and air.

1.2.3  Effects assessment (step 3)

Effects assessment or, more precisely, dose-response
assessment, is the estimation of the relationship between
dose or level of exposure to a substance, and the
incidence and severity of an effect. It sometimes involves
the description of the quantitative relationship between
the degree of exposure to a substance and the extent of a
toxic effect or disease, but reliable quantitative precision
cannot always be achieved. Data are generally obtained
from (quantitative) structure-activity relationships
(Chapters 9 and 10), read-across and in vitro studies or
from experimental plant and animal laboratory studies
or, less frequently, from experimental field studies
with plants or animals, or epidemiologic studies of
ecosystems and human populations (Chapters 6 and 7)
or combinations of these (Chapter 11). Different dose-
response relationships may be found if a substance
produces different toxic effects. For instance, short-term
exposure to high concentrations of benzene may produce
lethal effects (acute toxic effects), whereas cancer may
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be induced as a result of long-term exposure to relatively
low concentrations (chronic carcinogenic effects).

For most chemicals, no effect levels (NELSs) derived
from studies in laboratory animals are converted into
predicted or estimated NELs (PNELs or DNELs) for
humans or the environment by applying assessment
factors usually in the range of 10-10,000 [2,20-22].
Assessment factors are numbers reflecting the estimated
degree or amount of uncertainty when experimental
data from model systems are extrapolated to humans
or ecosystems. The rationale for assessment factors is
that if no assessment factors are applied large groups of
the human population or large parts of ecosystems will
remain unprotected. This is because laboratory tests
cover only a small part of the variety of responses that
may occur in ecosystems and in human populations
[2,20-22]. Experiments can yield both “false positives”
and “false negatives”. Extrapolation involves numerous
scientific uncertainties and assumptions, which in turn
involve policy choices.

In HRA, risk assessment focuses on one single
species. Uncertainty is restricted to differences in
sensitivity between laboratory mammals and humans,
variations in exposure routes and differences in
sensitivity between individuals (intraspecies variation).
In ERA millions of species may be exposed via a variety
of routes (see Chapter 7). Therefore, many NELs can be
determined. Differences in sensitivities between species
(interspecies variation) play an important part in ERA.
This complexity in ERA is often simplified by deriving
predicted no effect concentrations (PNECs) for different
environmental compartments: water, sediment, soil and
air.

Please note that E stands for Effects in the acronym
DNEL, PNEL and PNEC and for Exposure in the
acronym PEC (predicted environmental concentration).
1.2.4 Risk characterization (step 4)

Risk characterization is the estimation of the incidence
and severity of the adverse effects likely to occur in a
human population or environmental compartment due
to actual or predicted exposure to a substance, and may
include risk estimation, i.e. the quantification of that
likelihood. It generally involves the integration of the
previous three steps [23]:

1. Hazard identification.

2. Effects assessment, i.e. the determination of the

DNEL or PNEC.

3. Exposure assessment, i.e. the determination of the

PEC or human intake or exposure.

A framework to define the significance of the risk is
developed, and all the assumptions, uncertainties, and
scientific judgements from the preceding three steps are
considered. In many international regulatory frameworks
environmental risks are often expressed as PEC/PNEC
ratios, i.e. as risk quotients (Figure 1.4). For human
risks a similar comparison between exposure and the
NEL is usually made. It should be noted that these
ratios or comparisons provide no absolute measure of
risks. Nobody knows the real risks of chemicals where
the exposure exceeds the PNEC or NEL. We only know
that the likelihood of adverse effects increases as the
exposure/effect level ratios increase. Thus, exposure/
effect ratios are internationally accepted substitutes for
risks. It should also be noted that there is no such thing
as precise risk assessments and scientists will always
differ in the conclusions they draw from the same set
of data, particularly if they contain some implicit value
judgements.

At the present level of understanding we cannot
adequately predict adverse effects on ecosystems, nor
can we predict what part of the human population will
be affected. We are only able to assess risks in a very
general and simplified manner. In fact, the best we can
do is provide a relative risk ranking. Risk ranking
enables us to compare single chemicals or groups of
chemicals once the risks of the respective chemicals
have been assessed in a consistent “simplified” manner.
Nevertheless, relative risk ranking allows us to replace

Base set
of data

Exposure
assessment

Predicted
environmental
concentration

Predicted
no effect
concentration

Risk quotient

Risk
characterization

Figure 1.4. Risk characterization: a systematic procedure

through estimation of exposure and effects.
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dangerous processes, techniques or chemicals with
safer alternatives in the risk management phase, without
knowing the precise risks.

1.2.5 Risk classification (step 5)

Once a risk characterization has been made the focus
turns to risk management. The first step in the risk
management phase is the classification, i.e., the valuation
of risks in order to decide if risk reduction is required. It is
obvious that risks cannot be evaluated solely on the basis
of scientific considerations, but who can decide what is
acceptable? Decisions about risk classification are related
to risk acceptance and must always be taken in a situation
of some residual uncertainty. This is the field of policy-
makers. According to Bro-Rasmussen [24] the term
“acceptability” has become a crucial new element to be
considered as a constituent part of the risk management
process. The problem of defining operational criteria
for “acceptable” and “unacceptable” risks is especially
important in relation to the environment. Defining
acceptable risk cannot be reduced to a mechanical
exercise. It requires scientific knowledge as well as an
appreciation of the limits of that knowledge. It requires
a good understanding of the context of the risk and it
requires willingness, by regulatory agencies as well as
by their critics, to deal openly with these difficult, value-
laden issues. Acceptability varies with time and place.
What was acceptable in the past may not be acceptable
in the future, and vice versa (Table 1.3). What may be
acceptable in one country may be totally unacceptable
in another. Cultural influences on risk management in
legal and institutional frameworks are significant. It is
important to realize that discussions on acceptability go
back to our roots: to our youth, education and culture.
In conclusion: risk classification is related to risk accep-
tability, which in turn is a risk-related, technical, social,
cultural, political, educational and economic (conjunc-
ture-dependent) phenomenon.

Over the past decade there has been growing
support for defining two risk levels that may help to
avoid lengthy debates about acceptability, because the
area under discussion is restricted. These risk levels are
known as:

e The upper limit, i.e. the maximum permissible level

(MPL).

e The lower limit, i.e. the negligible level (NL).

These two risk limits create three zones: a black (high
risk) zone, a grey (medium risk) zone and a white (low
risk) zone. Actual risks in the black zone above the MPL
are unacceptable and further risk management measures

(RMMs) are necessary. Actual risks in the white zone
below the NL (the de minimus level) are negligible
(Figure 1.5) and further RMMs are not strictly required
[25,26]. In the Netherlands, the lower limit for chemicals
has generally been defined as 1% of the upper limit
(Table 1.4). This approach has been adopted to take into
account factors such as:
e Multiple exposure (additivity of risks and synergistic
effects).
* Uncertainties in the estimates (limited testing and
specific sensitivity).
* To leave a sufficient margin to distinguish between
MPL and NL.
In the grey zone between the upper and lower limits, risk
reduction is required based on the ALARA principle (as
low as reasonably achievable). This is a powerful risk
management principle. Managers are expected to do
everything possible to reduce risks up to a limit they can
justify to their organization and justify to the regulatory
authorities. In general, the aim is to reduce risks until the
cost of doing so is disproportionate to the benefit.
1.2.6  Identification and risk-benefit analysis of
risk reduction options (step 6)

Once risk classification has been completed and risk
reduction is thought necessary, the next consideration
is the identification and analysis of options for risk
reduction, and eventually selection of the most
appropriate risk reduction option(s). The options for the
risk reduction of chemicals range from slight adaptation
of the production process or the intended use of the
chemical to a complete ban on the production or use of

a chemical. To that end a risk-benefit analysis sensu lato

is carried out by drawing up of a balance sheet of the

respective risks and benefits of a proposed risk-reducing
intervention as compared to the baseline, i.e. the situation
of not imposing risk reduction.

It is essential to remember that the result of risk
classification is only one of the many aspects involved
in the selection of regulatory options for risk reduction.
This is the most difficult step in the risk management
process, because it is a multifactorial task in which the
risk manager has to consider not only the risk assessment
but also other important aspects (Figure 1.6), such as:

o Technical feasibility: are measures technically
feasible?

* Social and economic factors: e.g. what are the costs,
do the measures affect employment or, in the case of
extremely high risks, do we need to remove people
from their homes?
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Table 1.3. Changes in the perception of health and environmental risks and their solutions.

1970 1990
¢ Sectoral (air or surface water) ¢ Multiple media (including soil, sediment and groundwater)
e Localized « Diffuse pollution
¢ Human health and well-being ¢ Ecosystem health, production functions and goods
* Local/regional * National/international
¢ Limited economic damage ¢ Great economic damage
¢ End-of-pipe solutions ¢ Integrated approaches

Table 1.4. Risk limits for chemicals. From [23].

Maximum permissible level Negligible level
Man: individual risk
chemicals with threshold 10°%y 1087y
chemicals without threshold PNEL 1% of PNEL
Man: cumulative risk
chemicals without threshold 101y 1071y
Ecosystems PNEC? 1% of PNEC

2 The PNEC is determined by using fixed assessment factors (little data) or variable assessment factors (adequate data set) calculated
by means of a statistical extrapolation model with an arbitrary cut-off value set at a protection level of 95% of the species [24].

Increase
in risk

Unacceptable
risk Legislative/
political

factors

Social/
economic
factors

Scientific
aspects

Maximum Reaulat
permissible degl_' atory
Risk reduction level ecisions |
required Risk Ethical/
assessment cultural
values
Technical
| Negligible feasibility
Negligible level
risk

Figure 1.6. Elements in risk management. Modified from the
Figure 1.5. Risk limits and risk reduction. U.S. Congress, Office of Technology Assessment [27].
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e FEthical and cultural values: e.g. will a potential
measure discriminate against specific groups in our
society?

» Legislative/political factors: legal, regulatory, policy,
and litigative constraints or risks, i.e. do we have
appropriate regulatory, monitoring and enforcement
tools?

» Scientific aspects: the limits of science are manifest
at different levels; how great are the uncertainties in
methodologies, measurements and other observations,
extrapolations; do the risks affect mortality, morbidity
or both and what assumptions have been made?

Selecting  risk-reducing options  will trigger

“acceptability” discussions, not only about the

predicted risks themselves but also about the anticipated

consequences of risk reduction measures. This requires
risk communication: a process by which stakeholders
discuss risks and consequences with one another.

Because the perception of risks (see Section 1.6) often

differs widely, risk communication typically requires a

sensitive approach and should involve genuine dialogue.

The role of risk communication will be discussed in more

detail in Section 1.3.2.

The use of a cost-benefit analysis, where the risks
reduced by a proposed intervention are juxtaposed
to estimate the net benefits (or net costs) to society
and thus cover all major changes that will occur as a
consequence of imposing a restriction compared with
the baseline, is sometimes, but not always, a useful tool
in risk management. To gauge benefit in an absolute
sense, it is necessary to assign a value to the risk avoided
(e.g. lives saved, lifetime extended). In general, the
philosophy is that the greater the risk, the greater the
incentive to reduce it. Estimated values of saving one
additional “statistical life” can vary by at least six orders
of magnitude [29,30]. Another relevant term used in this
context is cost-effectiveness (determination of that action
which maximizes the level of risk reduction per unit
cost). Environmental risks are also difficult to quantify,
although clean-up costs for polluted soil or sediment, as
well as loss of fish stocks can be quantified. Cost-benefit
analyses are useful in many contexts, certainly in ranking
investments in some order of priority and effectiveness.
However, this approach can only be a guideline, another
input into a decision.

In conclusion, selecting the options for risk reduction
using risk-benefit analysis is a multifaceted task centering
on discussions about acceptability. Acceptability revolves
around facts, value judgements and communication. It
is this part of the risk management process in particular,
where the lines between science, science policy and

policy become fuzzy, that much conflict arises over where
the boundary should be drawn [18]. Some of the forces
at work in policymaking regarding human health and the
environment are shown in Figure 1.7.

1.2.7 Risk reduction (step 7)

Risk reduction is taking measures to protect humans
and/or the environment against the risks identified. Apart
from the factors explained above, a number of additional
factors should be taken into account before a risk
management decision is taken, including those related
to the implementation of RMMs. These considerations
include: effectiveness, practicality, monitorability,
equity, administrative simplicity, consistency, public
acceptability, time, and the nature of the legislative
mandate. There are different approaches to risk
management (Chapter 2). In this Section only a brief
summary will be given.

1. Classification and labelling

Notifiers of chemicals are required to provisionally
classify and label dangerous substances on the basis of
the intrinsic properties of the chemical. The decision on
how to classify and label a substance is based on a series
of criteria which themselves are based on the results of
standard laboratory tests. The classification and labelling
includes assigning a symbol (Figure 1.8), a risk phrase
and a safety phrase [31,32]. Classification and labelling
can be considered to be the first risk management tool
for chemicals.

2. Safety standards

Safety or quality standards are another approach to

chemicals control. Such standards are set with the

intention of protecting human health and the environment.

The terms criteria, guidelines, objectives, and standards,

are often used. In this sequence the nature of the values

moves from recommendations towards legally binding
provisions. The use and interpretation of these terms
varies between different agencies and countries. For the
purposes of this book, these terms are defined as follows:

* Criteria are quality guidelines based on the evalu-
ation of scientific data.

* Guidelines are numerical limits or narrative
statements that are applied to support and maintain
designated uses of the environment or to protect
human health.

* Objectives are numerical limits or narrative statements
that have been established to protect and maintain
human health or designated uses of the environment
at a particular site.
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e Standards are fixed upper limits of exposure for
certain chemicals that are laid down in enforceable
laws or regulations by one or more levels of
government.

Well-known examples of standards are the air, water
and soil quality standards as well as the threshold limit
values (TLVs) for airborne concentrations of industrial
chemicals at the workplace. Environmental quality
standards and TLVs are the control levels at which
exposure is currently considered acceptable. They do
not provide assurance of safety. Guidelines, objectives
and standards for chemicals are derived from criteria,
often by applying safety factors. Another example is
the acceptable daily intake (ADI). The ADI is derived
by applying a safety factor to no observed effect levels
(NOELSs) obtained from toxicological studies. An ADI is

Media
coverage
(press, etc.)

Public
concerns

Parliamentary
or executive
branch oversight

struggle with vagueness

Court interpretations:

an estimate of the daily exposure dose that is unlikely to
have any detrimental effects even if exposure occurs over
a lifetime.

Absolute safety is a special case in safety standards.
The most obvious example is the so-called Delaney
clause, enacted by the U.S. Congress in 1958 as an
amendment to the Food and Drug Act. This requires
that no (food) additive shall be deemed to be safe if it is
found to induce cancer when ingested by man or animal.
The introduction of this amendment posed significant
problems for the US authorities. In practice, the US
authorities abandoned this approach in the mid-1980s.

3. Risk reduction measures (sensu proprio)

RMMs may comprise [33]:

e Technical measures such as redesign of production
and use processes, closed systems, separation of man

Dramatic
event(s)

Scientific
information and
judgements

Parliament passes
laws: protective, but
practicable

Regulatory agencies

and contradictions
Affected

groups

undefined terms

Implementation

Figure 1.7. Forces in health and environmental policy-making. Modified from Lave and Males [28]. With permission. Copyright

1989 American Chemical Society.



10 General introduction

and sources (by construction measures), exhaustion,
ventilation, separation and clarification techniques,
physical, chemical and biological treatment.

e Organizational measures such as restriction to certain
specific workplaces, limiting time of operation or
work activities, training, monitoring and surveillance,
prohibiting eating, drinking and smoking at the site.

e Instructions, information and warnings regarding
normal use or safe use. This may include classification
and labelling as described above.

* Personal protection measures such as gas and dust
filter masks, independent air equipment, goggles,
gloves and protective clothing.

* Product-substance related measures. Examples
include limiting the concentration of a substance in a
preparation or article.

T
Toxic Very toxic
Xi
Harmful Irritant
C N
Corrosive Dangerous
q to the
P R environment
0 "
Explosive ! Oxidizing
F F+
Highly Extremely
flammable a flammable

Figure 1.8. Classification and labelling of chemicals is the
most frequently applied management tool in the control of
chemicals.

e Instructions to limit the use of a substance or
product. This can be implemented by limiting certain
applications and uses and the restriction of uses with
releases, etc.

1.2.8 Monitoring and review (step 8)

Monitoring and review is the last step in the risk

management process. Monitoring is the process of

repetitive observation for defined purposes of one or

more chemical or biological elements according to a

pre-arranged schedule over space and time, and using

comparable and preferably standardized methods.

Monitoring is undertaken to ensure that previously

formulated standards are being met. In this sense

monitoring serves an important function in enforcement

(Figure 1.3), i.e. control. Monitoring serves a number of

purposes [34]:

* The control function to verify the effectiveness of
risk reduction (control) strategies and check for
compliance.

* The signal or alarm function to be able to detect
sudden (adverse) changes in human health and the
environment. Ideally, the monitoring system should
be designed such that the causes can be traced
immediately.

e The trend (recognition) function to enable the
prediction of future developments based on time-
series analysis.

* The instrument function to help in the recognition and
clarification of underlying processes.

Monitoring plays an important role in both environmental
and health risk management. In health risk management
biomonitoring is a part of the exposure-disease
continuum as depicted in Figure 1.9. It can be used
for consumer and occupational safety. Both biological
monitoring and biochemical effect monitoring are
crucial methods to help better understand the complex
relationships between external and internal exposure and
consequently, the potential adverse health effects that
may result from exposure. Just like ambient monitoring,
biological monitoring and biochemical effect monitoring
should be regarded as exposure monitoring methods
with high specificity for the substance being measured.
Both methods give a measure of the total actual exposure
regardless of the route of exposure [35]. Typical examples
of biological monitoring are the determination of metals
in blood or urine, unchanged substances (e.g. PCBs)
in e.g. adipose tissue or blood, specific metabolites of
a chemical in urine or volatile compounds in exhaled
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Figure 1.9. Monitoring techniques as part of the exposure-disease continuum according to ECETOC [35]. Non-personal external

(ambient) monitoring includes static air monitoring, monitoring of soil, drinking, ground or surface water monitoring, and

“food basket” monitoring. Personal external monitoring includes personal air monitoring and dermal exposure monitoring. With

permission.

breath. Biochemical effect monitoring includes the
determination of adducts of a specific chemical to DNA
or a protein, or increased or decreased levels of specific
enzyme activities.

Besides monitoring there are many other ways
to review environmental and health management
measures such as: audits and inspections, voluntary
agreements and programmes, reporting (e.g. in case of
voluntary agreements), market investigations, economic
instruments, product registers, technology assessments,
performance measurements and indicators for human
health and sustainable development. These are equally
important tools used to arrive at sustainable patterns of
production, use and disposal of chemicals [36-39].

1.3 FURTHER DEVELOPMENTS IN THE
RISK MANAGEMENT PROCESS

Section 1.2 described the different steps in the risk
management process. These steps reflect the current
practices of risk assessment and risk management.
Compared to the first version of our book published in
1995, many developments have taken place and a number
of them need to be highlighted in this new edition. They
are crucial elements in the REACH legislation [40]. The
major changes are shown in Table 1.5.

First of all, in the context of the REACH legislation
[40], the focus has shifted from risk assessment to risk
management, i.e. the implementation of RMMs, and from
the principle of the authorities identifying and regulating

the risks to industry taking its own responsibility for
doing the assessments and implementing the necessary
control measures to adequately control the risks.

Secondly, the risk management process has been
put in a much wider context. The planning of risk
assessments, the problem formulation phase, risk
communication and stakeholder participation have all
become more important. Communication with all the
stakeholders at all stages in the process is crucial. In this
respect the report of the US Presidential/Congressional
Commission on risk assessment and risk management
[41] and the guidelines for ecological risk assessment
[42] have had a substantial impact.

The third major development is the inclusion of
risk assessment policy as a specific component of risk
management, as advocated by the Codex Alimentarius
Commission [43]. This particular inclusion can help us
to understand disagreements arising from differences in
up-stream framing assumptions [43].

The fourth relevant development is the need
for further integration between human health and

Table 1.5. Major changes in the risk management process
during the last decade.

Focus on risk reduction and responsible care
Risk communication and stakeholder participation
Risk assessment policy and the role of science

bl S

Integration in risk assessment
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environmental risk assessment [44-48]. These major
trends and paradigm shifts will be discussed here in
Section 1.3.

1.3.1 Focus on risk reduction and responsible care
Under the REACH legislation [40] emphasis will be
placed on industry taking its own responsibility for the
safe use of chemicals. This will take the form of a formal
requirement to draw up exposure scenarios. These
scenarios will be used as a tool to indicate what risk
management measures (RMMs) will be used under what
operational conditions to ensure that risks are adequatly
controlled during the manufacture and use of chemicals.
According to REACH, exposure scenarios will be
developed for manufacturing processes and for identified
uses of the substance on its own or in a preparation and
for all life-cycle stages resulting from these uses.

Exposure scenarios are essential for risk management
at the various life-cycle stages to ensure safe handling
and adequate control of risks related to human health
(workers, consumers and the general population exposed
via the environment) and the environment. To be able to
make realistic estimates of the exposures, it is important,
as a first step, to determine which RMMs are already in
place. These measures are an integral part of the overall
process of developing exposure scenarios for identified
uses of a substance on its own or in a preparation and the
life-cycle stages resulting from these uses. How to arrive
at appropriate exposure scenarios is an iterative process
described in more detail in Chapters 2 and 12. Although
a manufacturer or importer is not required to be proactive
in seeking information on the uses of their chemicals,
it will be beneficial to be so. It would allow them to
develop a Chemicals Safety Assessment (CSA) covering
all identified uses. Thus, already early in the process
of developing the CSA, the manufacturer or importer
should identify the uses of their chemicals and obtain
sufficient information to develop exposure scenarios,
e.g. by approaching customers, to be able to adequately
control risks. Relevant RMMs should therefore be taken
as a starting point for the development of exposure
scenarios under the assumption that the described and
recommended measures are implemented.

While in the past the entire risk management process,
as described in Figure 1.3, was the responsibility of
authorities (except for the implementation of risk
reduction), the responsibility has now shifted to industry
(manufacturers and importers in collaboration with their
downstream users). Furthermore the focus has changed
from risk assessment to risk management. These are

fundamental changes by which the main policy objectives
of REACH are achieved, i.e., the reversal of the burden
of proof from the authorities to industry for testing and
risk assessment and a shift in the focus on identification
and implementation of RMMs to controlling the risks of
chemicals. In this way REACH could be considered a
legal instrument for implementing “responsible care”.
Little experience has so far been obtained with
exposure scenarios and these new iterative approaches
to reduce risks. This redesign of the risk management
and the practical tools approach needed to implement
“responsible care” or “risk reduction first” will be
developed further over the next few years following a
stakeholder participation process that will be described
in more detail in the next section.
1.3.2  Risk communication and stakeholder
participation

Risk communication is an essential interactive process
among the stakeholders, i.e. risk managers, risk
assessors, and those who may directly or indirectly be
affected by the risk management decision. The general
principles of risk management decision-making are given
in Box 1.1. Risk communication is the link between
risk assessment and risk management. Stakeholders
who could potentially be included in any particular
risk assessment are representatives of industry, public
and occupational health professionals, public pressure
groups, academic experts, specific consumer groups and
private citizens. These stakeholders can participate in a
number of ways, including assisting in the development
of management goals, proposing assessment endpoints,
providing valuable insight and information, and
reviewing assessment results. Timely engagement of
all the stakeholders will help to ensure that different
technical perspectives, public values, perceptions, and
ethics are considered [33,41,42].

Although the circumstances of stakeholder involvement
will vary widely between risk assessments (depending
on the regulatory and management context of the
assessment), active stakeholder participation helps to
ensure understanding and acceptance of assessment
results and management actions.

Stakeholder participation and risk communication are
key elements in a broad framework for risk management
that was developed by the US Presidential/Congressional
Commission [41]. This general framework was designed
to help all types of risk managers - government officials,
private sector business, and individual members of
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Box 1.1. General principles for risk management decision-making [41]

A good risk management decision:
e Addresses a clearly articulated problem in its public health an

d ecological context.

* Emerges from a decision-making process that elicits the views of those affected by the decision, so that differing technical
assessments, public values, knowledge, and perceptions are considered.
* Is based on a careful analysis of the weight of evidence that supports conclusions about a problem’s potential risks to

human health and the environment.

¢ Is made after examining a range of regulatory and non-regulatory risk management options.

* Reduces or eliminates risks in ways that:

- Are based on the best available scientific, economic, and other technical information.
- Account for their multisource, multimedia, multichemical, and multirisk contexts.
- Are feasible, with benefits reasonably related to their costs.

- Give priority to preventing risks, not just controlling them.

- Use alternatives to command-and-control regulation, where applicable.
- Are sensitive to political, social, legal and cultural considerations.

- Include incentives for innovation, evaluation, and research

e Can be implemented effectively, expeditiously, flexibly, and with stakeholder support.
e Can be shown to have a significant impact on the risks of concern.
e Can be revised and changed when significant new information becomes available, while avoiding “paralysis by analysis.”

the public - make good risk management decisions.
This Commission also broadened the definition of
risk management. In their view risk management is
“the process of identifying, evaluating, selecting, and
implementing actions to reduce risks to human health and
to ecosystems”, whereas the goal of risk management
was defined as “scientifically sound, cost-effective,
integrated actions that reduce or prevent risks while
taking into account social, cultural, ethical, political,
and legal considerations”. The framework consists of six
consecutive stages:

1.
2.

w

Define the problem and put it in context.

Analyze the risks associated with the problem in
context.

Examine the options for addressing the risks.

Make decisions about which option to implement.

Box 1.2. Defining the problems and putting them in a context [41]

—_

Identifying and characterizing an environmental health prob
hazardous agents or situations.

Putting the problem into its public health and ecological conte
Determining risk management goals.

Gl g Y

Implementing a process for engaging stakeholders.

5. Take actions to implement the decision.

6. Conduct an evaluation of the actions.

Every stage of this framework (Figure 1.10) relies
on defining risks in a broader context, involving
stakeholders, and repeating the process, or part of it,
when needed. The problem formulation phase is the
most important step. It establishes the goals, breadth, and
focus of the assessment. It is a systematic planning step
that identifies the major factors to be considered, linked
to the regulatory and policy context of the assessment
[42]. This step requires an intensive dialogue between all
stakeholders to define the goals of the assessment (Box
1.2). The importance of problem formulation was also
highlighted in the USEPA guidelines for ecological risk
assessment [42]. Shortcomings consistently identified
were: (1) absence of clearly defined goals, (2) endpoints

lem, or a potential problem, caused by chemicals or other

xt.

Identifying risk managers with the authority or responsibility to take the necessary actions.
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Problem/
Context

Figure 1.10. Framework for risk management according to the

US Presidential/Congressional Commission [41].

that were ambiguous and difficult to define and measure,
and (3) failure to identify important risks. These and
other shortcomings can be avoided through rigorous
development of the products of problem formulation as
described by the USEPA [42].

The identification of “what” needs to be assessed is also
known as the determination of the assessment endpoints.
Further dialogue and interaction between risk managers
and all other stakeholders will subsequently lead to a
scientific and technical way of “how” to measure risk.
This is the identification of the measurement endpoints.
Essentially, this second step is a translation from higher-

Box 1.3. Seven benefits of engaging stakeholders [41]

Supports democratic decision-making.
Ensures that public values are considered.

Improves the knowledge base for decision-making.

SIS OIE i GOl DE =

level decision criteria from the manager to the assessors
by formulating evaluation questions with specific
assessment and measurement endpoints and a testable
hypothesis [49]. It is also during the problem formulation
phase that the nature and extent of integration must be
defined [45-47]. The involvement of stakeholders at
all stages in the risk management process has great
advantages (Box 1.3).

1.3.3 Risk assessment policy and the role of science
Risk assessment policy

A Dutch State-Secretary of science once said that
science does not play a decisive role in important
political decisions. Whether you agree or not, there is
a growing recognition that science, on its own, cannot
settle policy questions (see also Sections 1.2 and 1.7),
and consequently that policy-makers need to take both
scientific considerations and other legitimate factors
into account (Figure 1.6). A common approach on the
part of the policy-makers and their advisors [50] was
to represent these deliberations and policy-making
processes in terms of a model that did not acknowledge
prior framing judgements. An important part of
these framing assumptions concern what the Codex
Alimentarius Commission (CAC) calls “risk assessment
policy” [43]. According to the CAC risk assessment
policy comprises documented guidelines on the scope
of the assessment, the range of options (and associated
judgements for their application) at appropriate decision
points in the risk assessment such that the scientific
integrity of the process is maintained [43]. Very often,
the key difficulty facing risk managers, expert advisors
and policy analysts has been to understand how, within
the policy-making process, scientific considerations and
other relevant factors can be distinguished and separated
from each other and yet ultimately brought together to
arrive at informed, systematic, complete, unbiased and

Develops the understanding needed to make better decisions.

Can reduce the overall time and expense involved in decision-making.
May improve the credibility of agencies responsible for managing risks.
Should generate better accepted, more readily implemented risk management decisions.
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transparent decisions. The relevance of risk assessment

policy has been demonstrated in a critical analysis of

trade disputes [50]. The study showed that:

1. Different judgements were made about what the
breadth and scope of scientific risk assessments
should be.

2. Different judgements were made about the ways
uncertainties should be handled by risk assessors, and
the significance that should be ascribed to them.

3. Different judgements were made about the
benchmarks by reference to which the available
evidence is interpreted.

4. Different judgements were made about the “chosen
level of protection” i.e. the extent to which risks and
uncertainties are socially acceptable.

These prior framing assumptions [50], may have to do
with very practical questions related to the management
context, identification of the assessment and measurement
endpoints, or to specific questions related to the data
and the risk assessment methodologies [49,50]. Just to
mention a few:

1. What management decisions will the risk assessment
support?

2. What are the time constraints on performing the risk
assessment?

3. What is the budget for the risk assessment, including
the collection and generation of additional data and/
or modelling?

4. Is there going to be more than 1 assessment (i.e. more
than 1 alternative to be examined)?

5. What is the maximum level of uncertainty that will
still allow for a decision to be made, and how should
uncertainties be handled?

6. What are the reference conditions against which
possible adverse effects or risks will be compared?

7. Which impacts are deemed to be within the scope of
the assessment and which are outside it?

8. What kind of evidence can be included and what can
be discounted?

9. How should the available evidence be interpreted?

10. How much of different kinds of evidence would
be necessary or sufficient to justify different
judgements?

In conclusion, risk assessment policy judgements
have routinely played a key role in risk policy-making
processes, but they have often remained implicit,
unacknowledged and unexamined [50]. As a result,
the CAC [43] concluded that: “the determination of
risk assessment policy should be included as a specific

component of risk management. Risk assessment policy
should be established by risk managers in advance of
risk assessment, in consultation with risk assessors
and all other interested parties. The procedure aims at
ensuring that the risk assessment process is systematic,
complete, unbiased and transparent...Where necessary,
risk managers should ask risk assessors to evaluate the
potential changes in risk resulting from different risk
management options.”

The role of science

Further to the increased emphasis on risk communication
and stakeholder participation different levels of
scientific involvement can be distinguished. The first
type of approach articulated by policy-officials can be
encapsulated in what is termed a technocratic model.
A technocratic model assumes that risk policy can
and should be decided solely by reference to scientific
considerations and expert advice. In short it is “on, and
only on, the basis of sound science” [50]. This reflects
the thinking of the 1980s, but has its roots in the 1890s.
[51] The technocratic model is incapable of explaining
how to make decisions in conditions of acknowledged
scientific uncertainties and neglects many other relevant
factors, as given in Figure 1.6.

In response to the inadequacies of the technocratic
model, an increasingly large portion of public policy-
makers and their advisors now represent the processes
in which they participate as a decisionist model [50].
This closely corresponds to the model described in
Figure 1.3. It assumes that risk policy is, and should be,
the product of a two-stage process, the first of which is
purely scientific (risk assessment) and a second one
that includes economic, social, technical, political and
other considerations, often called risk management.
This model reflects the thinking of the early 1990s. The
decisionist model assumes that the risk assessment phase
is entirely independent on any and all risk management
considerations and judgements which, of course, it is
not (Figure 1.2). For instance, every mandatory risk
assessment of a chemical starts with an explicit political
decision about the core set of data - the basis - on which
a risk assessment will be performed. These discussions
have been dominated by politicians, not only decades
ago, e.g. in discussions about minimum data requirements
(pre-marketing set of data or base set in the OECD and
the EU respectively), but also more recently in the context
of the political discussion about REACH.

The results of the study of trade disputes [50] can
effectively be incorporated in a third model on how
science and governance should interact. This third model
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in advance

Risk assessment
« Hazard identification
» Exposure assessment
« Effects assessment
« Risk characterisation

Risk communication
« Involves all stakeholders
« Defines risks in a broader context
« Clarifies risk assessment policy

Risk management
« Risk classification

« Risk benefit analysis

« Risk reduction

« Monitoring and review

Figure 1.11. Risk analysis. Future processes of risk management should focus on risk communication in an interactive dialogue
with all stakeholders and clarification of risk assessment policy at all stages [41-43].

emphasises the importance of risk assessment policy as
given by the CAC [43]: “risk assessment policy should
be established by risk managers in advance of risk
assessment, in consultation with risk assessors and all
other interested parties.” This third model, the transparent
model [50], assumes that not just science-based risk
assessments play a role in policy-making processes,
but that the risk assessments are also influenced by the
socio-economic, cultural and political contexts in which
they are developed. The transparent model assumes that
non-scientific considerations play a distinctive up-stream
role in setting the framing assumptions that shape the
ways in which risk assessments are performed. It implies
that rather than leaving those assumptions implicit, and
leaving risk assessors to take responsibility for non-
scientific judgements, risk managers should provide their
risk assessors with explicit upstream framing guidance.
In this way the transparent model can be considered as a
three-stage iterative process (Figure 1.11) encompassing:
1. Risk communication over the entire process

embedded in an iterative dialogue engaging all

stakeholders at all phases (Figure 1.10) with a focus

on risk assessment policy in advance of the actual

risk assessment [41-43,50]. This phase is dominated

by legislative, socio-economic and political

considerations, particularly in relation to public and
occupational health and environmental protection.

2. Risk assessment, (steps 1-4 in Figure 1.3) dominated
by scientific considerations.

3. Risk management decision-making (steps 5-8 in
Figure 1.3) based on technical, economic and social
information.

Does this mean that the role of science in the overall

risk management process has decreased over time? First

of all, the process of risk assessment has not changed
fundamentally in the past 25 years [41,52]. Secondly,
scientists will continue to play a crucial role in the
problem formulation and dialogue with risk managers
in the development of risk assessment methodologies,
in making explicit what we want to protect and at what
levels, and in providing clarity about the uncertainties
in assessments that were made [41,42,47,49]. The real
change is the increased awareness that scientists are part
of an overall risk management process in which the role
of other stakeholders (Box 1.3) has increased. This new
way of thinking is gradually implicitly, and sometimes
explicitly, finding its way into current practice. Examples

include the development of the REACH legislation [40],

the development of Technical Guidance Documents [22]

and other REACH implementation projects [33,53]. It is
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obvious that further work is necessary to provide clarity
on the quality of the input (data), testing/assessment
strategies, risk assessment models and their assumptions,
simple tools to quantify uncertainties, guidance about
acceptable levels of uncertainty and further practical
guidance concerning the risk characterisation/risk
management interface.

The debate on how to use and implement scientific
expertise continues! The role of scientific expertise
in EU policy making remains under discussion.
In multiple scientific committees, experts provide
guidance to regulators and decision-makers about the
potential risks to human health and the environment.
Proponents of a “technocratic” approach claim the
credibility problem of supranational regulation caused
by extensive politicization. They want to provide far-
reaching delegation of powers to independent experts.
Representatives of a “democratic” approach argue for
a more socially inclusive use of expertise by providing
a broader participatory mechanism for a variety of
stakeholders as described above [54,55]. These views are
conflicting. Gaps remain in the scope of the operational
guidelines for the inclusion of scientific evidence in
the legislative process, and in relation to information
quality, the interpretation of evidence and the reporting
of results. There is a lack of institutional mechanisms to
ensure the integrity, quality, and effective operation of
the scientific advisory system. In a recent review it was
concluded that there are weaknesses in the effective use
of scientific evidence in policy-making and regulatory
decision-making processes by the European Union and
a structured programme of reform has been proposed
[56,57].

A further focus on risk assessment policy as advocated
by the CAC [43] will allow us to arrive at considerable
improvements regarding informed, systematic, complete,
unbiased and transparent decision-making. A recent
bulletin of the US Office of Management and Budget
[58] contains clear proposals to make the risk assessment
process better understood, more transparent and more
objective. It also broadens the set of circumstances in
which risk assessment needs to be done. The purpose
of this proposed risk assessment bulletin is to enhance
the technical quality and objectivity of risk assessments
prepared by federal agencies in the USA by establishing
uniform, minimum standards. Under the REACH
legislation [40] emphasis will be placed on industry’s
own responsibility for the safe use of chemicals. Once
uniform, minimum standards have been formulated
and internationally agreed, correct implementation
by regulatory agencies, as well as industries, will

enhance the scientific and technical quality of the risks
assessments. It will foster international collaboration
on risk assessments of chemicals (sharing the burden).
It will facilitate communication about risks and it will
embed risk assessment more deeply in the decision-
making process.

1.3.4 Integration in risk assessment

As indicated above, it is important to deal with both
human health risks and environmental risks. Let us
first look at the effects part of the risk equation, i.e.,
the toxicological and ecotoxicological effects. From
a scientific viewpoint, studies into the mechanism
of toxicity should be a central element of risk. This is
because the mechanism of toxicity is often similar
across a wide range of species, even though the observed
endpoints may vary [44,46,59]. The most obvious
benefits of integrated assessment come from the sharing
of information and even collaboration in the generation
of hazard information by health and ecological risk
assessors. Successful integration of human health and
environmental (ecological) risk assessment must begin
with the recognition that, for pragmatic rather than
scientific reasons, the strategies for these areas have
developed independently of one another. This is despite
the fact that in many situations human health risk and
environmental risks are interdependent. For many uses of
chemicals there is a legal requirement that an assessment
be made for the risks to both human and ecological
health, but commonly these assessments are conducted
separately [44].

What has been said about the integration of
toxicological effects also applies to the exposure part
of risk assessment. First of all, the same process may
cause exposure to both workers and the environment
and controlling worker exposure to exhaust ventilations,
for example, may cause an environmental problem.
Human and environmental exposure assessment are
therefore linked by the same “determinants of exposure”.
Secondly, when developing exposure scenarios these
must be based on integrated thinking in order to avoid or
reduce problem shifting.

This integration of human and ecological risk
assessment, both effects assessment and exposure
assessment, can provide better input for decision-
making. The move towards integration to achieve
more fully informed decisions must come from the
realization that decisions are currently not always fully
informed [46] and often are not made in a cost effective
manner [59]. Integration has been one of the major
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Table 1.6. Types of integration in the risk management process and why they are needed [45-48].

Exposure and effects — This is the most fundamental type of integration in risk assessment, i.e. the interaction of exposure estimates
with estimates of the relationship between exposure and effects to estimate risks.

Multiple agents — Assessments should integrate risks to humans and the environment from all agents that are relevant to the
decision.

Multiple routes - Assessments should integrate risks to human health and the environment from all routes of exposure relevant to
the decision.

Multiple endpoints — Assessments should consider all potentially significant endpoints for both human health and ecological
receptors that are relevant to the decision.

Multiple receptors — Assessments should consider all classes of human and ecological receptors that are relevant to the decision.

Multiple scales in dimensions — Extrapolations in risk assessment can occur in various dimensions including time (short to
long term), place (one site to other sites), space (local to regional), biological scale (small species to larger ones), or mechanisms
(molecular processes to physiology and responses at individual to population level).

Life cycle - Assessments may need to integrate the risks from the entire life cycle of the chemical or product.

Normal use, accidents and incidents. Risk assessments tend to focus on normal uses and permitted discharges of e.g. waste-water
as a result of production. Extreme events such as peak discharges, accidents and uses that are not permitted or illegal may dominate
ecological and health risks and should be integrated into health and ecological risk assessments.

Management alternatives — When decisions are based on comparison of alternatives, assessments should consider the risks from
relevant alternatives in an integrated manner.

Socio-economics and risks — The actual level of protection provided depends on the relative acceptability to society of the costs
and benefits. Currently, the integration of social sciences into risk assessments is largely limited to weighing the costs of a regulated
party against the benefits to the public.

Stakeholder participation — Integration of active stakeholder participation will help to improve the risk assessment and acceptance
of management actions (see Box 1.3).

trends in environmental risk assessment. This increase
in integration is predictable, as narrowly focused
assessments often have failed to provide adequate
answers in the past [45-47]. Apart from the integration
of human health and environmental effects and exposure
assessments, there are a variety of other types of
integration that should be explored further to improve
risk-based decision-making. This integrative thinking
will also help to focus efforts and resources in the risk
assessment and risk management process. These types of
integration are given in Table 1.6.

14 DISCIPLINES, ROLES AND
RESPONSIBILITIES IN RISK
MANAGEMENT

The assessment of risks associated with the production,
use and disposal of chemicals is a task that cannot be
undertaken without adequate knowledge of chemistry
(including process technology), toxicology and biology
(Figure 1.12). Yet, the complexity of the subject requires
the involvement of other disciplines: mathematics,
statistics and informatics. These disciplines play an
essential part in disentangling, analyzing and quantifying
the complex interactions between substances, species
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¢ Pharmacology
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o Statistics, computer science

* Medicine
* Technology
¢ Science policy
Risk Multiple disciplines:
management  natural, physical and social sciences:
* Risk assessment
e Economics
e Politics
e Law
* Sociology

Figure 1.12. Disciplines involved in the risk management
process. Modified from Patton [15].

and systems, often using models. These complex systems
may be either ecosystems with numerous species and
functions to be protected, or “human environments” or
“technospheres”, in which attention is focused on only
one species: man. Human populations may be exposed
directly, i.e. at the workplace (occupational exposure) and
through consumer goods such as detergents, or indirectly
via the environment. Of course, other disciplines are
involved as well, including physics, medicine, geology,
hydrology, and epidemiology.

The feature distinguishing risk assessment from the
underlying sciences is this: after evaluating standard
practices within the discipline, the most relevant
information from each of these areas is brought together
to describe the risk. This means that individual studies, or
even groups of studies, from a single discipline, may be
used to develop risk assessments, although they are not,
in themselves, generally regarded as risk assess-ments
nor can they alone generate risk assessments [15]. In
other words, risk assessment is multi-disciplinary team
work (Figures 1.12). Risk management is also a multi-
disciplinary process. It draws on data, information, and
principles from many other disciplines and specialists
with different kinds and levels of expertise representing
many different organizations and interested parties
(Figures 1.11 and 1.12). Risk communication is a vital

part of the process of involving, informing and advising

people about how they can manage potential risks.

Risk communication requires an understanding by

manufacturers and importers of the information needs

of users. The development of appropriate risk-based
communication systems, including the provision of
complementary information using, for example, websites
and educational campaigns, should be pursued. Roles and
responsibilities of the different stakeholders are different.

In conclusion:

e Scientific experts need independence so that they
are willing to speak “truth to power”. However, they
should not be involved in decision-making and used
only as providers of input to regulatory decision-
making. Persson [55] stated it very clearly: “it is
essential to distinguish the role of the expert from the
role of the decision-maker.” Scientific experts inform
and decision-makers/regulators should: (a) manage
the overall risk management process, (b) decide
on the risk management options, and (c) take their
responsibility as they are accountable.

e Involving stakeholders and incorporating their
recommendations where possible, re-orients the
decision-making process from one dominated by
regulators to one that includes those who must live
with the consequences of the decision. This not
only fosters successful implementation, but can also
promote greater trust in government institutions [41].

1.5 HOW RISKS ARE EXPRESSED

Risk can be defined as the probability of an adverse
effect in an organism, system or (sub)population
caused under specified circumstances by exposure to an
agent. Risk has three characteristic variables: the type,
magnitude and probability of the hazard. In quantitative
terms, risks are often expressed in terms of probability
estimates ranging from zero (harm will not occur) to one
(absolute certainty that harm will occur). A distinction
is made between chemicals with and without threshold
levels. In the case of chemicals without threshold levels,
e.g. many carcinogens, often a linear relationship is
assumed between exposure (dose) and effect (incidence
of cancer). This means that, in a statistical sense, it is
always possible that an effect will occur. In such cases,
the risk number represents the probability of additional
cancer cases occurring. For example, an estimate for
chemical X might be expressed as 1 x 10, or simply
10, This figure can also be written as 0.000001, or
one in a million, which means that one additional case
of cancer is projected in a population of one million
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people exposed to a certain level of chemical X over
their lifetimes. Similarly, smoking 1 packet of cigarettes
a day produces a potential risk of lung cancer of 5 x
1073 per year (Table 1.7) or 1 in 200 per year. These risks
signify additional cases to the background incidence of
cancer in the general population. The American Cancer
Society has published statistics that indicate that the
background incidence of cancer in the general population
is 1 in 3 over a lifetime [15]. It should be noted that not
all carcinogens cause non-threshold effects and that non-
carcinogenic effects may also be non-threshold.

Not all chemicals present non-threshold cancer
risks, but they may affect developmental, reproductive,
neurobehavioural, and other body functions. Such
effects are often associated with a threshold level and
a non-linear S-shaped relationship between dose and
effect. There is a threshold level below which there is
no effect, albeit that the precise level of this threshold
will vary between individuals. In other words, unlike
chemicals with non-threshold effects, risk is not assumed
to be present in all doses or concentrations. Typically,
such substances are regulated by determining NELs in
test species by applying a predetermined or calculated
assessment factor (AF) to arrive at an ADI or DNEL for
man [21,45] or PNEC for ecosystems [2,45,60] :

ADI or DNEL or PNEC = NEL / AF (1.1)
An ADI or DNEL is a rough estimate of the daily
exposure to which human populations (including
sensitive subgroups) may be subjected that is not
likely to cause harm during a lifetime. For chemicals
with threshold levels, values are not typically given as
probability of occurrence, but rather as levels of exposure
estimated to be without harm. These values are typically
expressed in mg (of the chemical) per kg of body weight
per day. A PNEC is a rough estimate of the exposure
level at which ecosystems will suffer no harm. PNECs
are typically expressed as mg/L air or water or as mg/kg
soil or sediment.

The uncertainty in a DNEL, PNEC or ADI may be
one of several orders of magnitude (i.e. powers of 10). As
exposures typically vary over time and space, and plant
and animal species vary widely in their susceptibility
to toxicants, the question may be asked: can effects,
exposures and risks be expressed by a single figure or
do we need to provide ranges of concentrations? Let’s
look at a carcinogenic compound. The statement for
a carcinogenic compound that the risk of a specified
exposure concentration is A x 10°B is actually shorthand
for the general truth that “we are Y% sure that the risk

is no more than A x 108 for Z% of the population”.
Real risks cannot be given for chemicals which pose a
threat at certain thresholds (Section 1.2.4). Where the
PEC/PNEC ratio is less than 1, we are V% sure that the
exposure concentration does not exceed the NEC for W
species which were tested for ecosystem X, comprising a
total of Y species at time Z. Where the PEC/PNEC ratio
is greater than 1, it is not at all clear what the risks is.
Absolute certainty in risk assessment is impossible.

Patton [15] stresses a number of other important
points. Firstly, the numbers themselves do not tell the
whole story. For instance, even though the numbers are
identical, a cancer risk value of 10 for the “average
exposed person” (perhaps exposed through the food
supply) is not the same thing as a cancer risk of 10 for
a “most exposed individual” (perhaps someone exposed
because he lives or works in a highly contaminated area).
It is important to know the difference. By omitting the
qualifier “average” or “most exposed” the risk is incom-
pletely described, which would mean a failure in risk
communication.

Secondly, numerical estimates are only as good
as the data is they are based on (“garbage in, garbage
out”). Just as important as the quantitative aspect of
risk characterization (the risk numbers) then, are the
qualitative aspects. How extensive is the database
supporting the risk assessment? Does it include human
epidemiological data as well as experimental data?
Does the laboratory data base include test data on
more than one species? If multiple species are tested,
do they all respond similarly to the test substance? Are
extrapolations being made from more or less sensitive
varieties, species and endpoints? What are the data
gaps, the missing pieces of the puzzle? What are the
scientific uncertainties? What science-policy decisions
are made to address these uncertainties? What working-
assumptions underlie the risk assessment? What is the
overall confidence level in the risk assessment? All of
these qualitative considerations are essential to deciding
what reliance to place on a number and to determining
potential risk.

1.6 PERCEPTION OF RISKS

The perception of risks (and benefits) varies between
individuals and public, business, labour, and other
stakeholders. Moreover, they change with time (Table
1.3) and across cultures. People continually assess
situations and decide whether the risks associated
with a particular action can be justified. In certain
circumstances, harmful effects are clearly attributable
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Table 1.7. Annual mortality rate associated with certain occurrences and activities in the Netherlands [25].

Activity/occurrence Annual mortality rate
Drowning as a result of dike collapse 107 1 in 10 million
Bee sting 2x10°7 1 in 5 million

Struck by lightning 5x107 1 in 2 million
Flying 1.23x10°¢ 1 in 814,000
Walking 1.85x1073 1 in 54,000
Cycling 3.85x107 1 in 26,000
Driving a car 1.75x10* 1in 5,700
Riding a motorbike 2x104 1in 1,000
Smoking cigarettes (1 packet a day) 5x1073 1in 200

to a particular course of action. However, in other cases,
the impact of such effects may be uncertain and need not
be immediately obvious. People use different methods
to evaluate their own individual risks and environmental
risks. In some cases the perception of a group of people
may alter the priorities assigned to reducing competing
risks. Risks that are involuntary or “novel” seem to
arouse more concern than those that are voluntary or
“routine”, i.e. accepted. Environmental risks are largely
of an involuntary nature. “Natural” contaminants and
toxins in food may be considered acceptable even though
they may cause illness, while food additives whose
introduction (or identification) in foodstuffs is to assist in
preservation may not be acceptable to some people [61].

Hazards that are delayed in their effect, such as
extinction of populations or species caused by long-
term accumulation of persistent pollutants in food webs,
are usually difficult to observe, assess and control. As a
result, hazards of this type are often regarded as being
more serious than those that happen immediately. Others,
such as Lovell [53], state that “outcomes which are rare,
unpredictable, and catastrophic, such as chemical plant
explosions, are viewed as more disturbing than those
that are common, regular, and small in size, such as
road accidents, even if the overall cost in human life and
suffering may be similar. There seems to be a “dread”
component to people’s perception of certain types of
risks”.

Table 1.7 gives examples of the various risks to which
man can be exposed. The risks inherent in these activities
give some indication of the magnitude of the risk added
to natural circumstances due to human interference.
Some are voluntary risks, e.g. smoking, others are of
an involuntary nature, e.g. being struck by lightning.
Although the risks of, say, smoking and driving a car
are comparatively great, they are widely accepted. On

the other hand, even the presence of minute quantities of
(natural) carcinogenic substances in food is not readily
accepted by the public at large. Although the risk-benefit
equation should be a major determinant, both the risk and
the benefit are frequently not fully understood and people
develop irrational fears [62].

1.7 UNCERTAINTY, VARIABILITY AND
PRECAUTION

1.7.1 Uncertainty and variability

Risk assessment controversies often revolve around
disagreements regarding the nature, interpretation, and
justification of methods and models used to evaluate
incomplete and uncertain data. When science is used
for regulatory purposes, decision-makers need to be
informed not only of the available scientific knowledge
but also of relevant uncertainties and lacunae in the
knowledge base. We need to distinguish between
uncertainty and variability. Uncertainty can often be
reduced by obtaining or generating more information.
This is one of the reasons why we apply tiered testing
and assessment strategies. Variability is a natural
phenomenon and cannot be reduced (Box 1.4). The
aim of uncertainty analysis is to identify major sources
of uncertainty in either hazard or exposure assessment.
Any risk assessment carries uncertainty with it. An
evaluation of uncertainty therefore should assist in
communicating these uncertainties to improve decision-
making in the light of the uncertainty associated with the
outcome of the risk assessment [33,63]. The probability
that any given chemical presents a hazard to man and/
or the environment can be difficult to determine, but it
is essential that rigorous scientific methods be used in
any such assessment. Mathematical approaches to risk
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Box 1.4. Risk assessment according to Aristotle

“It is the mark of an instructed mind to rest
easy with the degree of precision which the
nature of the subject permits and not to seek
an exactness where only an approximation of
the truth is possible.”

assessment help to expose a problem to logical analysis,
and to identify areas of uncertainty. This type of analysis
provides an intellectual basis for decision-making or
determining further research needs. In other words: risk
assessment is driven by doubt, not by certainty.

Mathematical analysis can, unfortunately, be used for
hiding inconvenient information or muddled thinking
behind a facade of apparent technical and scientific
expertise [64]. It is important to realize that mathematical
assumptions are still assumptions and require estimates of
the errors implicit in them. Using ranges of values rather
than only a central estimate is a necessary adjunct to risk
assessment and forms the basis of a sensitivity analysis,
which tests how general the findings of an assessment
may be. Risk assessment in practice is far from ideal and
is hampered by four types of uncertainty:

1. Lack of information.

Very often basic data are lacking or inadequate to make
precise predictions. Where essential data are lacking the
use of expert judgement, estimation methodologies or
even default values becomes necessary. This lack of basic
data [65,66] applies to toxicological data (Table 1.8) and
is likely to be even greater for data on emissions, fate and
exposure concentrations. The data situation for lower

Table 1.8. Estimation of available toxicological data (%) for
about 2500 High Production Volume Chemicals [66].

Acute oral toxicity 77
Repeated dose toxicity 58
Genetic toxicity in vivo 38
Genetic toxicity in vitro 67
Reproductive toxicity 26
Teratogenicity 32
Acute ecotoxicity (fish and daphnids) 68
Short-term toxicity (green algae) 45
Effects on soil organisms 30

volume chemicals is even worse! This general lack of
data applies to the 100,000 chemicals on the European
Inventory of Existing Commercial Chemical Substances
(EINECS). For new chemicals, plant protection products
and biocides, the actual situation may be slightly better
because basic information is required for notification and
registration.

2. Measurement uncertainties.

Measurement uncertainties include low statistical power
due to insufficient observations, difficulties in making
measurements, inappropriateness of measurements, and
human error (incorrect measurements, misidentifications,
data recording errors and computational errors).

3. Observation conditions.

Uncertainties related to conditions of observation include
spatiotemporal variability in climate, soil type, sensitivity,
ecosystem structure, differences between natural and
laboratory conditions, and differences between tested
or observed species and species of interest for risk
assessment.

4. Inadequacies of models.

Inadequacies of models include a fundamental lack of
knowledge concerning underlying mechanisms, failure
to consider multiple stresses, responses of all species,
extrapolation beyond the range of observations, and
instability of parameter estimates. In fact two related
types of uncertainties can be distinguished: quantifiable
uncertainties (the “known unknowns”) and undefined
uncertainties that cannot be described or quantified (the
“unknown unknowns”’). The PEC/PNEC approach is an
example of such “unknown unknowns” (Sections 1.2.4
and 1.5). The same is true for laboratory-based soil
quality criteria because there is a fundamental lack of
knowledge about the differences in the bioavailability of
the chemical between the laboratory and the field.

Suter [64] distinguishes between three types of
uncertainty, i.e. stochasticity, error and ignorance,
whereas Ricci et al. [67] identify six elements:

1. Scientific judgements and defaults that are imposed
on stakeholders by regulators when scientific
evidence is contradictory and causation is unknown.

2. Misspecified models that exclude key variables or
wrongly or incompletely formulate the relationships
between them

3. Statistical uncertainties that combine aspects of
model misspecification and choice of model with
estimation and inference, heterogeneities of statistical
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and physiological parameters, confounders, effect
modifiers, measurement errors and missing or
censored data.

4. Deterministic representations where the formal
description of physical processes gives an illusion of
complete and certain knowledge of future outcomes
and their magnitude.

5. Probabilistic representations where the analysis
concerns assessing events that have not yet occurred.

6. Statistical representations where the analysis concerns
inference about a population’s parameters from
observed exposures and outcomes determined from
experimental or observational study.

In risk assessment reports of chemicals, generally
two ways of dealing with uncertainty can be seen: a
deterministic approach and a probabilistic approach [68].
In the deterministic approach, uncertainty is not explicitly
addressed by the application of “reasonable worst-case
assumptions” in hazard and exposure assessments. The
advantage of the simple deterministic approach is that it
is quick and easy to apply and takes uncertainties into
account without having to specify uncertainty about
elements in the assessment that are difficult to estimate.
It also avoids the problem of communicating risks in
terms of probability and statistics that are often difficult
to follow for non-experts. Therefore it has proven to
be very efficient in taking regulatory decisions. The
disadvantage of the deterministic approach to uncertainty
is that several reasonable worst-case assumptions can be
combined leading to unrealistic assessment outcomes
and outcomes that are not transparent [33,68,69]. The
deterministic approach gives a false sense of accuracy
and ignores variability in the population [68].
Uncertainties occur throughout the different steps of
the risk assessment and should thus be addressed as an
integral part of the work during the assessment and not as
an add-on in the reporting at the end of the assessment.
1.7.2  Quantifying uncertainty and validation
Quantifying uncertainty
Quantifying estimates of uncertainty, as is sometimes
done in probabilistic risk assessments (PRA), may
help in making more rational decisions on the risk
of toxic substances and can help to achieve a better
balance between assessment, uncertainty and safety
[33,68,70]. The advantage of a quantitative treatment
of uncertainty is that assumptions about variability and
uncertainty must be backed up by explicit information
[71]. The application of uncertainty analysis to decision-

Probability density

log PEC/PNEC

Figure 1.13. Probability distributions of two hypothetical
chemicals with the same median PEC/PNEC ratio. Redrawn
from Jager et al [68]. With permission. Copyright Elsevier.

making is far from routine as virtually all decisions are
still based on point estimates of exposure and effects.
As sources and magnitude of uncertainties will differ
between chemicals, it means that some substances can
be assessed with greater confidence than others, as
illustrated in Figure 1.13. The disadvantages of PRA are
obvious. Additional information is needed to estimate
the uncertainty in hazard and exposure assessment
that may be difficult, time-consuming or expensive to
generate [72,73]. Examples of PRA [74-76] show that it
is also more complex and more difficult to communicate.
Furthermore, no scientific consensus exists about
standard methods and their validation. There seems
to be a guarded interest in uncertainty analysis, but
currently it does not receive high priority. There seems
to be a gap between the scientist and the risk manager
[68]. Perhaps this is related to the fact that there are
many sources of uncertainty. Some of these uncertainties
can be quantified, whereas sometimes major sources of
uncertainty are simply non-quantifiable. This may create
a false sense of security and certainty. An additional
disadvantage of PRA is that regulators need to decide
on an acceptable risk level for the outcome of the risk
assessment [33].

The current state of science is that some elements of
uncertainty analysis and some probabilistic approaches
are already part of the guidance on effects assessment
[22]. Similar approaches are not routinely applied in the
areas of exposure assessment and risk characterisation.
Jager et al. [68] have tried to list the options that are
currently available to revise risk assessments in order to
deal with uncertainties in the risk characterization stage
(Figure 1.14). They arrived at three options in order of
preference:
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Figure 1.14. Options for uncertainty in risk characterization.
Redrawn from Jager et al [68]. With permission. Copyright
Elsevier.

A. Establish a dose-effect relationship for human
populations and ecosystems. The result of the
risk characterization stage will be a probability
distribution of effects. Decisions can be based on an
acceptable level of effects.

B. Revise the assessment factors in the effects
assessment to yield a median, or most likely, PNEC
Instead of a conservative estimate and attaching
uncertainty to these factors (e.g. instead of a factor of
1000 use an assessment factor of 100 with a factor of
10 uncertainty)

C. Leave the effects assessment as it is now. In that case,
only uncertainty in the exposure estimate needs to be

quantified. The result of the risk characterization will
be a probability that the PEC exceeds a fixed, worst-
case PNEC.

Further discussions and developments are needed to
improve transparency and to address variability and
uncertainty [76-78]. Recently, pragmatic proposals have
been made to use three ways of getting to grips with
uncertainty in risk assessments that have different levels
of complexity, resource intensity (time and money) and
data needs [33]. With a view to developing maximum
workability, a tiered strategy has been developed:

Tier 1: Qualitative uncertainty assessment. Uncertainty
assessment using a deterministic approach
linked to scenario analysis.

Tier 2: Simple (semi-quantitative) analysis. This

is a simple semi-quantitative probabilistic
analysis providing insight into the influence
of uncertainty on the risk quotient or risk
characterization ratio (RCR).
Tier 3: Full quantitative PRA.
Such a system can be applied in a pragmatic manner
following the principle of: “as simple as possible and as
complex as needed.”

Validation

Risk assessments are generally performed by applying
risk assessment models, such as EUSES [79]. These
models are crucial as they increase transparency and
predictability. They play an important role in risk
communication and risk acceptance. The more specific
models are, the more data are needed and the more
difficult they are to generalize. On whatever scale we
use models - biological models such as the zebra fish
or rat, local or multi-compartment exposure models, or
risk assessment models - they remain a distortion of the
truth and their output is input-dependent. Users must
be confident that their models actually correspond with
the systems being studied. The process of obtaining this
confidence has been referred to as model validation.
Model validation can be defined as any process that is
designed to assess the correspondence between the model
and the system. The purpose of validation is to improve
the credibility and reliability of predictive methods.
Validation must be viewed as an iterative process in
which predictions are tested, models are refined, and then
new predictions are tested [80].

Risk assessment is a broad term that encompasses a
variety of analytical techniques that are used in different
situations, depending upon the nature of the hazard,
the available data, and needs of the decision-makers.
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As a consequence it is essential to realize that (model)
validation is also context-specific, i.e. validation needs to
be placed in the context of the risk management decision
to be made. Models for priority setting of chemicals
for future evaluation or a safety evaluation of a specific
chemical require different data to be assessed using
different models with different input and output qualities.

Too much focus on model validation without putting the

whole exercise in a broader regulatory context may lead

to “validation paralysis” or “paralysis by analysis”. At
least three kinds of studies can contribute to validation:

¢ Improved measurements of specific quantities and
testing of assumptions.

* Experimental testing of models under reasonably
realistic conditions.

* Monitoring of effects or other investigations to
determine the level of agreement between predictions
and the actual observations.

Using a model to quantify risks and their uncertainties

would, in principle, permit more useful risk assessments,

but if the model itself is a poor representation of reality,
the results might be totally meaningless. Furthermore,
it should be stressed that although uncertainties in
effects data, exposure data and methodologies in risk
assessment are important, uncertainties and prior framing
assumptions in risk policy may be even more important.

Transparency in this area is of the utmost importance in

order to improve decision-making (see Section 1.3 and

Figures 1.6, 1.7 and 1.11).

1.7.3  Precaution

Taking regulatory action on the basis of the precautionary

principle is sometimes interpreted as an alternative to

taking action based on an assessment of risks [81]. In
practice, however, many references in international law
to the precautionary principle refer to the use of this
approach when there are threats of serious irreversible
damage, but there is a lack of conclusive scientific

evidence. For instance, in the Rio Declaration of 1992

principle 15 states: “in order to protect the environment,

the precautionary approach shall be widely applied by

States according to their capability. Where there are threats

of serious or irreversible damage, lack of full scientific

certainty shall not be used as a reason for postponing cost-
effective measures to prevent environmental degradation.”

Some people have argued that this definition is legally

unenforceable [67], whereas others say it is enforceable

and have defended the precautionary principle against
five common charges, namely that it is: (1) ill-defined,

(2) absolutist, (3) leads to increased risk-taking, (4) is a

value-judgement or an ideology and (5) is unscientific or
marginalizes the role of science. Those who defend the
precautionary principle argue that, in principle, it is no
more vague or ill-defined than other decision principles
and that it can be made precise through elaboration and
practice [81-83]. According to Kriebel et al. [83] the
precautionary principle has four central components:

1. Taking preventive action in the face of uncertainty.

2. Shifting the burden of proof to the proponents of an
activity.

3. Exploring a wide range of alternatives to possibly
harmful actions.

4. Increasing public participation in decision-making.

They argue that a shift to more precautionary policies

creates opportunities and challenges for scientists to

think differently about the ways they conduct health
and environmental studies and communicate results.

According to these authors the precautionary principle

highlights this tight, challenging link between science

and policy, which is in line with the observations made in

Sections 1.3 and 1.4.

In 2000, the European Commission published a
Communication on the precautionary principle [84]
providing a general framework for its use in EU policy
(see Box 1.5). The aim was to outline the Commission’s
approach to using the precautionary principle, to establish
guidelines for it, to build a common understanding of
how to assess, manage and communicate risk that science
is not yet able to evaluate fully, and to avoid unwarranted
recourse to the precautionary principle as a disguised
form of protectionism [84]. The precautionary principle
is a cornerstone of the REACH legislation [40] and of
EU health and environmental management in general
[84,85]. In the Communication of the Commission it is
clearly stated that the precautionary principle should be
considered as part of a structured approach to the analysis
of risk which comprises three elements: risk assessment,
risk management and risk communication, as shown in
Figure 1.11. The precautionary principle is particularly
relevant to the management of risk. In the Commission
Communication four elements need to be highlighted in
the context of this book.

1. The precautionary principle is based on the
assumption that a thorough scientific evaluation
of the risks is performed which is as objective and
complete as possible prior to decision-making:
“the implementation of an approach based on the
precautionary principle should start with a scientific
evaluation, as complete as possible, and where
possible, identifying at each stage the degree of
scientific uncertainty.”
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Box 1.5. The precautionary principle according to the European Commission [84]

Where action is deemed necessary, measures based on the precautionary principle should be, inter alia:

Proportional to the chosen level of protection.

Non-discriminatory in their application.

Consistent with similar measures already taken.

Based on an examination of the potential benefits and costs of action or lack of action (including, where appropriate and

feasible, an economic cost/benefit analysis).

Subject to review, in the light of new scientific data.

6. Capable of assigning responsibility for producing the scientific evidence necessary for a more comprehensive risk
assessment.

BN =

o1

Proportionality means tailoring measures to the chosen level of protection. Risk can rarely be reduced to zero, but incomplete
risk assessments may greatly reduce the range of options to risk managers. A total ban may not be a proportional response to
a potential risk in all cases. However, in certain cases, it is the sole response to a given risk.

Non-discrimination means that comparable situations should be treated differently, and that different situations should be
treated in the same way, unless there are objective grounds for doing so.

Consistency means that measures should be of comparable scope and nature to those already taken in equivalent areas in
which all scientific data are available.

Examining costs and benefits entails comparing the overall cost to the Community of action and lack of action, in both the
short and long term. This is not simply an economic cost-benefit analysis: its scope is much broader, and includes non-
economic considerations, such as the efficacy of possible options and their acceptability to the public. In the conduct of such
an examination, account should be taken of the general principle and the case of law of the Court such that the protection of
health takes precedence over economic considerations.

Subject to review in the light of new scientific data, means measures based on the precautionary principle should be
maintained as long as scientific information is incomplete or inconclusive, and the risk is still considered too high to be
imposed on society, in view of the chosen level of protection. Measures should be periodically reviewed in the light of
scientific progress, and amended as necessary.

Assigning responsibility for producing scientific evidence is already a common consequence of these measures. Countries
that impose a prior approval (marketing authorization) requirement on products that they deem dangerous a priori reverse
the burden of proving injury, by treating them as dangerous unless and until businesses do the scientific work necessary to
demonstrate that they are safe.

Where there is no prior authorization procedure, it may be up to the user or to public authorities to demonstrate the nature
of a danger and the level of risk of a product or process. In such cases, a specific precautionary measure might be taken to
place the burden of proof on the producer, manufacturer or importer, but this cannot be made a general rule.

2. The second relevant element in the Communication society is an eminent political responsibility.

of the Commission is the separation of roles and
responsibilities between scientist and decision-
makers: ‘“decision-makers need to be aware of the
degree of uncertainty attached to the results of the
evaluation of the available scientific information.
Judging what is an “acceptable” level of risk for

Decision-makers faced with an unacceptable risk,
scientific uncertainty and public concerns have a duty
to find answers. Therefore, all these factors have to
be taken into account”.

The third relevant element is related to risk
communication: ‘“the decision-making procedure
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should be transparent and should involve as early
as possible and to the extent reasonably possible all
interested parties”.

4. Actions taken under the precautionary principle must
in certain cases include a clause reversing the burden
of proof and placing it on the producer, manufacturer
or importer: “measures based on the precautionary
principle may assign responsibility for producing the
scientific evidence necessary for a comprehensive
risk evaluation.”

These views are comparable to the views expressed in the

policy paper “Premises for Risk Management” published

by the Dutch Ministry of the Environment in 1989 [25]

and the US Presidential/Congressional Committee in

1997 [41] as discussed in Section 1.3.2. The Commission

has added a number of important elements and conditions

to make the precautionary principle more operational

[84]. These are given in Box 1.5. In reviewing the role

of the precautionary principle in the EU risk assessment

process on industrial chemicals [81] it was concluded
that the main reason for doing so was the uncertainties
in the risk assessment (or the underlying effects or
exposure data), which were, according to the scientific
experts, so high that a “normal” level of certainty could
not be obtained. In the next decade it will be a scientific,
legal, and political challenge to make the precautionary
principle a legally enforceable and practical tool in
health and environmental management. As stated above,
the precautionary principle is a cornerstone of REACH.

Further general guidance or rules need to be developed

that will support policy-makers in their decisions as

to whether this uncertainty is so large that action is
warranted or whether it is acceptable to wait until further
information becomes available.

1.8 CONCLUDING REMARKS

It is not uncommon that during the selection of options for

risk reduction, fundamental questions about the principles

of risk assessment are raised. It is also not uncommon

that discussions on risk reduction re-open discussions on

data needs and risk assessment methodologies; zinc is an

example [73]. Risk assessment is an important tool, but

not if it is used to postpone decision-making ( “paralysis

by analysis”) or as a cover for a deregulatory agenda [86-

88]. Risk assessors need to know:

e Their science.

¢ The multiple uncertainties in risk assessment.

¢ The multiple media and many spatial levels of risk
assessment (Table 1.3).

e The limited relevance of science, i.e., the science

underlying most risk assessments is inconclusive
[88].

e The limited information content of effects and
exposure data, including monitoring data [89-90].

e The limitations of risk assessment in general (Box
1.4).

* The difference between data,
knowledge (Figure 1.15).

* That information must be credible and verifiable.

e That information for decision-making should be
timely and affordable to those who need it and
should be communicated in a manner which is
understandable, efficient, and transparent [91].

e The limitations on how risks can be expressed
(Section 1.5).

e The importance of risk communication in general
(Section 1.3).

e The stakeholders and the context in which they are
working (Figure 1.6).

e The forces in health and environmental decision-
making (Figure 1.7).

* The consequences assessments may have in terms of
follow-up risk reduction measures.

e The different roles and responsibilities in risk
management (Section 1.4).

* The different perceptions of risk (Section 1.6).

information and

It has become common to distinguish between: (1) data,
(2) information, and (3) knowledge and wisdom. Data
can be defined as basic observations or measurements.
Data can be transmitted, combined and analyzed using a
variety of tools such as EUSES [79]. Information refers to
the products of analysis and interpretation, such as a risk
assessment report. Knowledge is created by accumulating
information by e.g. interacting, aggregation, filtering and
transmission to the risk manager for example. Knowledge
is internalized; it is information in the mind, in a context,
based on personal perceptions and experiences allowing
it to be transformed into action. It is familiarity gained
by experience. Wisdom concerns interaction with
stakeholders, management of the bigger picture (Figure
1.6), re-applied knowledge and experience from lessons
learned, prudence, good judgement and reflection.

A few concluding remarks will be made using this
distinction between data, information, knowledge and
wisdom as shown in Figure 1.15.

1. Data

In fact, roughly three tiers of data (testing and
measurements) can be distinguished, from initial to
comprehensive (Table 1.9). Very few chemicals are in the
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Table 1.9. Stages in risk assessment and required effects and exposure information.

Tiers Stages Effects data Exposure data
Tier-1 initial or short-term basic physicochemical
preliminary toxicity data, equilibrium
partitioning
Tier-2 refined chronic steady-state
toxicity model predictions
Tier-3 comprehensive more chronic, measurements and
epidemiological (non)steady-state
and field data model predictions

data-rich category [65,66]. Risk management decisions
can be postponed where tier 3 testing and measurement
is seen as the decisive level (Figure 1.16). Tier 3 data
(Figure 1.17) is costly, time-consuming and not always
necessary. Rather than taking the defensive approach
by generating more data about a chemical to prove that
its risks are acceptable, a proactive approach may be
taken by looking for harmless substitutes, for which tier
1 data may suffice. For example, the replacement of a
persistent toxic chemical by a readily biodegradable toxic
compound can take place on the basis of tier 1 data. That
is why classification and labelling (Figure 1.8) is such an
important risk management tool.

2. Information

Risk assessments tend to be uncertain and highly
variable and their quality varies considerably [58]. This
is also true of socio-economic, financial and technical
projections about the consequences of risk reduction.
Risk assessment can be a very a time-consuming activity
[73], complex and difficult to communicate despite
the availability of international guidance [22,33] and
risk assessment models [79]. “Paralysis by analysis”
may be a realistic threat to the future risk assessment
and management of chemicals. Our current ability to
generate new data often exceeds our ability to evaluate
it [89]. In my view, further simplifications of information
and information-flows are necessary in order to manage
chemicals in the near future. Simple methodologies such
as relative risk ranking on the basis of tier 1 data will not
lose their relevance [93]. The implementation of REACH
[40] will require a pragmatic and target-oriented approach
to manage risks. Government agencies, the regulated
community, and stakeholders face the challenges of

generating and interpreting data for risk assessments
in a cost-effective and efficient manner [94]. Chapman
[95] has recently made a plea for simpler approaches to
regulating chemicals. She suggested moving away from
risks and assessing the riskiness of chemicals, i.e., (1)
their capacity to cause harm, (2) their novelty (a matter
of the degree to which something is different from what
we know), (3) their persistence and (4) their mobility.

3. Wisdom and knowledge

It is difficult to predict which methodologies will
be implemented in the near future to speed-up the
assessment and management process, but the key will
be further simplification based on Aristotle’s knowledge
and wisdom about risk assessment (Box 1.4). In the
regulatory process, risk assessment will never provide
“the correct answer” and risk management will never
provide “absolute” solutions. To assume otherwise would
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Figure 1.15. The knowledge pyramid. Modified from [91].
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be to accept that there will be no further changes in the
knowledge, views, values, rights and duties accepted by
society and its individual members over time [61]. The
multiple uncertainties in risk assessment mean that it
is possible for its conclusions to be attacked from both
sides. Arguments over whether or not assumptions in
risk assessments are scientifically valid often amounts
to debate about whether it is better to err on the side of
“false positives” (if there is an error, it is more likely to
be a false indication of danger) or “false negatives” (if
there is an error, it is more likely to be a false indication
of safety). Those who might be harmed by the substance
being assessed will generally favour false positives; those
who would gain from the substance will generally favour
false negatives [18]. Different groups often interpret the
results from the same study in different ways [95].

Risk assessment can be most useful when those
who rely on it to inform the risk management process
understand the context, its nature and its limitations, and
use it accordingly. This means that decision-makers must
at least understand that the process is assumption and
value laden; that they are aware what assumptions were
used in the assessment in question, and what values they
reflect. They must also be aware that the risk estimate is
expressed as a range, with a given certainty that the true
average lies within that range; that variability is expressed
to the degree that it is known; and that uncertainties can
be reduced but often at high cost. Managing risks implies
management of the simplicity-complexity dilemma
(Figure 1.17). Risk managers must take all these factors
into account when making a decision, along with political
and economic factors which are not related to the risk
assessment (Figure 1.6). Wisdom and knowledge are a
prerequisite for informed decision-making.

Risk management of chemicals is an international
challenge. Frameworks differ in scope and depth and
continue to undergo dramatic changes [96]. New
challenges will continue to arrive [40,97].

1.9 CONTENTS OF THE BOOK

Applying risk assessment techniques to analyse the risks
of chemicals to man and the environment is the subject
of this book (Figure 1.18). It provides basic information
to understand the process of risk assessment of chemicals
arising from normal production, their use and disposal.
Risk assessment for major accidental releases is not
dealt with. The same applies to the various monitoring
techniques that can be used for the enforcement of risk
reduction measures. The contents of the book fall into 5
main sections.

Available
data
SARs/QSARs

Tier 1
Analysis

Unacceptable Acceptable

Testing and
measurement

Tier2
Analysis

Unacceptable Acceptable

Testing and
measurement

Tier 3
Analysis

Unacceptable Acceptable

MEEDREED

Figure 1.16. Diagram of the risk assessment process. Modified
from Cairns Jr., Dickson and Maki [92].
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Figure 1.17. The simplicity-complexity dilemma.
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General introduction

Part I deals with general issues in the risk
management of industrial chemicals (Chapter 1).
Part II is about exposure assessment. It starts with
sources and emissions (Chapter 2), transport,
accumulation and transformation processes (Chapter
3) and two chapters on exposure assessment, i.e.,
environmental and human exposure assessment
(Chapters 4 and 5).

Part III is related to human health and ecological
effects assessment and risk characterization (Chapters
6 and 7).

Part IV is about data and data estimation. It describes
aspects of data needs, sources and quality evaluation
(Chapter 8), the prediction of physicochemical
properties and fate (Chapter 9), and the prediction
of endpoints of toxicity and ecotoxicity (Chapter 10).
Chapter 11 is devoted to so-called “Intelligent Testing

Emission

Source(s)

‘ sludge
|

effluent

Sewage
treatment plant

Sediment

Strategies”.

Part V is about risk assessment and management
of industrial chemicals in the EU (REACH), USA,
Japan and Canada (Chapters 12-15), whereas the
OECD chemicals programme to support international
cooperation on the assessment and management of
chemicals is presented in Chapter 16. Most chapters,
where relevant, include a section on further reading
and a list of references for those who want more
information about data, methodologies or processes.
In addition, the book contains a glossary of the major
key issues and terminology. Risk terminology is
difficult and may cause confusion as risk assessors
may disagree on terminology [98,99]. We have tried
to be consistent with the risk terminology because
without a common set of definitions, a meaningful
discussion of this complex subject area is impossible.

Distribution and exposure

Agricultural soil Treated soil

Groundwater

consumer products

Consumer exposure

%%%%@%b

l

food products

fﬁ@ O

milk crops meat fish drinking air
water

Exposure via the environment

Figure 1.18. Elements of the European Union System for the Evaluation of Substances covered in this book [79]. The evaluation
system comprises man, ecosystems (both aquatic and terrestial) and micro-organisms in sewage treatment plants.
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The 16 chapters are summarized below.

Chapter 1. General introduction.

This chapter covers the general principles of risk
assessment and risk management. It describes the role
of risk assessment and other socio-economic and policy
factors which contribute to the overall process of risk
management of chemicals. Important definitions are
given which are used in this field.

Chapter 2. Emissions of chemicals to the environment.
This chapter deals with the sources and emissions
of chemicals into the environment, the life cycles of
chemicals, point and diffuse sources of pollution and
the classification of chemicals into main, industrial and
use categories, as well as the development of “exposure
scenarios”. This provides important information for
estimating emissions.

Chapter 3. Transport, accumulation and transformation
processes.

This chapter highlights the transport, transformation
and accumulation processes, e.g. advection, dispersion,
volatilization, sorption, sediment transport, wet and dry
deposition, bioaccumulation and biomagnification. Biotic
and abiotic transformation processes are also included.

Chapter 4. Environmental exposure assessment.

The central theme of this chapter is environmental
exposure assessment, i.e. the determination of exposure
concentrations. It reviews compartmental models for
surface water, groundwater, soil and air, as well as
multimedia approaches.

Chapter 5. Human exposure assessment.

The central theme of this chapter is (external) human
exposure assessment, i.e. the determination of exposure
concentrations as a result of (a) exposure through the
environment. It also highlights (b) consumer exposure
assessment and (c) occupational exposure.

Chapter 6. Toxicity testing for human health risk
assessment.

The main theme of this chapter is the assessment of health
effects in man. It describes short and long-term toxicity,
reproductive toxicity, mutagenicity, carcinogenicity,
sensitization and irritation. Extrapolation methodologies
and assessment factors are given which are used for the
determination of DNELSs for man.

Chapter 7. Ecotoxicological effects.

This chapter deals with ecotoxicological effects assess-
ment for the aquatic and terrestrial environments. It
describes single-species tests with aquatic and terrestrial
species as well as multi-species studies. Extrapolation
methodologies and safety factors are given which can be
used to derive PNECs for ecosystems. It also examines
the issue of mixture toxicity and the assessment of PBT
and vPvB chemicals.

Chapter 8. Data: needs, availability, sources and
evaluation.

This chapter addresses the input of any risk assessment,
i.e. the data related to releases of chemicals, fate,
exposure and effects. The focus of this chapter is on
effects data.

Chapter 9. Predicting fate-related physicochemical
properties.

This chapter describes basic physicochemical properties
such as water solubility, melting point, boiling point,
Henry’s law constant, vapour pressure (P ), the
octanol-water partition coefficient (K_ ). Structure-
activity relationships (SARs) and quantitative structure-
activity relationships (QSARs) are given for various
physicochemical parameters, (bio)accumulation and
(bio)degradation.

Chapter 10. Predicting toxicological and
ecotoxicological endpoints.

This chapter is about SARs and QSARs for basic
toxicological and ecotoxicological properties. The
application of SARs and QSARs can help to overcome
the problem of data gaps and reduce animal testing.

Chapter 11. Intelligent Testing Strategies.

This chapter brings together the previous chapters on
exposure and effects assessment. It describes testing
strategies combining use and exposure information and
effects information obtained from QSARs, read-across
methods, thresholds of toxicological concern (TTCs),
and in vitro tests prior to in vivo testing, as this is a more
rapid, efficient, and cost-effective way of performing a
risk assessment of chemicals.

Chapter 12. The management of industrial chemicals in
the EU.

This chapter is about REACH. It summarizes the main
features and requirements of the REACH legislation.
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Chapter 13. The management of industrial chemicals in
the USA.

This chapter is about the Toxic Substances Control
Act in the USA It summarizes the main features and
requirements of the legislation of industrial chemicals
in the USA, including voluntary initiatives such as the
Challenge Programme on High Production Volume
Chemicals.

Chapter 14. The management of industrial chemicals in
Japan.

This chapter is about chemicals management in Japan.
It summarizes the main features and requirements of the
legislation of industrial chemicals in Japan. It describes
how risk assessment is applied in this regulatory context.

Chapter 15. The assessment and management of
industrial chemicals in Canada.

This chapter summarizes the main features and
requirements of the legislation of industrial chemicals in
Canada, including the methodology of selecting priority
chemicals. The relevant elements of how risk assessments
are performed in Canada are included as well.

Chapter 16. The OECD chemicals programme.

This chapter describes the OECD activities relevant for
the testing, assessment and management of industrial
chemicals.
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2. EMISSIONS OF CHEMICALS TO THE ENVIRONMENT

P. vaN DER POEL, D.N. BROOKE AND C.J. VAN LEEUWEN

21 INTRODUCTION

The essence of risk assessment of chemicals (Chapter
1) is the comparison of exposure (the concentration of
the substance to which organisms are exposed) with
effects (the highest concentration at which no effects are
expected on organisms or ecological systems).

This chapter deals with the release (emission) of
substances into the environment, eventually leading to
exposure of organisms and humans via the environment.
Exposure of workers is not covered. Section 2.2
describes the origin of all substances but the subsequent
sections (as in other chapters) will focus on xenobiotic
and natural substances produced or released due to
human activities. Section 2.3 deals with the entry of
substances into the environment and types of emissions
in relation to variations in level, time and place. Emission
prevention and reduction is also considered. Section 2.4
focuses on data availability, measurements and methods
for the estimation of emissions and their feasibility.
The composition of mass balances and the use of
emission factors are discussed. Techniques for emission
estimation based on a minimum of data are presented
and three examples for the estimation of emissions are
also given. Section 2.5 provides a short overview of the
development of emission estimates and the development
of the computer program EUSES. Section 2.6 is an
introduction to the estimation of emissions under the
new EU chemicals legislation REACH. It highlights the
development of exposure scenarios and the challenges
ahead. Finally, selected references for further reading are
provided in Section 2.7.

2.2 CHEMICAL SUBSTANCES

2.2.1 Origin of chemical substances

Chemical substances emitted into the environment can
originate from (a) lifeless materials, such as rock from
the earth’s crust, (b) fossil fuels, created out of dead
organisms, (c) organisms (biomass) present on earth, or
(d) chemical synthesis. Figure 2.1 presents a simplified
diagram showing the pathways of all types of substances
into the environment, i.e. the original substances from
sources, man-made substances (including their inevitable
by-products) and the combustion/degradation products.

The types of substances and their origins are briefly
described below.

a. Substances from lifeless materials

Lifeless materials contain many substances which are, in
effect, generally the essence of the material, for example,
metals in rock, salts in seawater, nitrogen and the inert
gases, such as helium and argon, in air. Many of these
natural resources (minerals, ores, etc.) are exploited and
utilized by man and in many cases transformed into other
substances. For example, some metals may be present in
the earth’s crust in a pure form (gold or silver) or they
may be extracted or released chemically from compounds
present in ores (iron and zinc). Nitrogen from the air is
transformed into ammonia and nitric acid in nitrogen
fixating plants, while bromine and chlorine are produced
electrochemically from brine (e.g. water from the Dead
Sea for bromine, and rock salt for chlorine).

The elements of the periodic table provide the
essential basis for all possible substances. They are all
widely distributed and to some extent present in minerals
and ores. The heavy metals are of special interest because
of their potentially adverse effects.

b. Substances present in fossil fuels

Fossil fuels contain mainly organic compounds such
as hydrocarbons. These substances may be emitted,
as shown in Figure 2.1. Examples include emissions
of benzene from petrol, benzo[a]pyrene from creosote
and tar, and both from oil and coal. Fossil fuels are
used for heating (natural gas, oil, coal, peat), electricity
generation by power plants (natural gas, coal, oil and
peat), in combustion engines for transport (petroleum
distillates and chemically modified compounds)
and for the production of a wide range of synthetic
organic substances (e.g. plastics, dyes and pesticides).
Combustion of fuels leads to combustion products.

c. Substances from organisms

All organisms consist of substances formed by
biochemical reactions in the organism itself or taken
up in their food. Plants are the source of a wide range
of many different types of compounds and produce the
elementary building blocks, such as carbohydrates,
glycerides (natural oils and fats) and proteins (amino
acids).

C.J. van Leeuwen and T.G. Vermeire (eds.), Risk Assessment of Chemicals: An Introduction, 37-T1.

© 2007 Springer.
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Many substances originating from plants and animals
(including microorganisms) are utilized directly by
man as food, medicines, construction materials, dyes,
clothing materials, etc., or are chemically modified
(e.g. amoxillins synthesized from penicillin produced
by fungi). Usually, substances produced by organisms
are easily decomposed into other substances and
hence, when released into the environment, readily
biodegradable. This means that they are transformed
and completely broken down by plants or animals. In
Figure 2.1 organisms (biomass) are incorporated in the
environment. Biomass and fossil fuels may be combusted
with or without human interference. This pathway is not
shown in Figure 2.1 to provide a clearer overview.

d. Substances from chemical synthesis

There are many tens of thousands of man-made
substances, many of which do not - or rather did not -
occur in the natural environment (xenobiotics). They
are used for various purposes. In chemical synthesis by-
products may also be formed for which there is no use
and which are therefore considered as waste. Man-made
substances will not be discussed further here, as they will
be considered in detail below.

Please note that the classification of chemicals into
the four categories above is pragmatic and arbitrary.
Cadmium for example is a chemical element widely
found (in the form of several different compounds) in the
abiotic environment. Cadmium is released and emitted as
a result of the exploitation and use of ores (e.g. phosphate
and zinc ores). Cadmium is also present in fossil fuels,
accumulates in organisms (e.g. in mussels) and is used in
chemical synthesis.

2.2.2  Desirable and undesirable substances

Substances (formed or present) may be either
desirable or undesirable. Substances produced by man
intentionally are, of course, desirable, unlike by-products
and many substances formed unintentionally due to
human activities. The dioxin compound 2,3,7,8-TCDD,
for example, is an undesirable substance present as a
by-product in many compounds such as chlorophenols
and 2,4,5-trichlorophenoxyacetic acid (2,4,5-T); another
example is PCB 153 which is formed in some pigments.
Dioxins like 2,3,7,8-TCDD and PCBs like PCB 153
are also formed unintentionally in waste incineration
under certain conditions. In principle, all products of
incomplete combustion (e.g. aldehydes and polycyclic
aromatic hydrocarbons) are undesirable. Complete
combustion gives rise to the formation of water, carbon
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Figure 2.1 Simplified diagram showing possible origin of
substances and pathways into the environment. Original
substances from biomass, fossil fuels or lifeless materials, by-
products in chemical synthesis, synthesized substances and
combustion or degradation products.

dioxide (a greenhouse gas), and noxious compounds
like NO,. Some unaltered compounds may be emitted as
well, like heavy metals.

A substance may be desirable from one point of
view as a useful substance for a certain purpose but
be undesirable due to the effect it has on organisms
and/or humans via the environment. The use of quite a
number of substances, therefore, has been abandoned
or restricted in many countries. Examples of substances
abandoned in many countries are PCBs and persistent
chlorinated pesticides, such as dieldrin. So, a substance
can sometimes be both desirable and undesirable.
Cadmium produced from a zinc ore and used is desirable.
If more cadmium than needed is produced in this way,
or if it is released during the processing of phosphate
ores, it is undesirable. It should also be noted that “new”
substances may be formed from emitted compounds due
to successive reactions. A well-known example is the
reaction of volatile organic compounds (VOCs) with
NO,. These processes are considered in Chapter 3, and
therefore they have not been included in Figure 2.1.

2.3 EMISSIONS AND SOURCES

2.3.1 Entry into the environment

In the risk assessment of substances the best results
will be obtained if data are available on concentrations
in all environmental compartments. However, this kind
of monitoring is carried out only for a few priority
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substances and in a limited number of situations, mainly
because of high costs. The next best option is risk
assessment based on real emission data. As these data
are also not often available, modelling has to be applied
in most cases, with subsequent distribution modelling.
In addition future risks, namely the accumulation of
persistent toxic chemicals, can be predicted on the basis
of emission scenarios/models.

From here on, “emission” will be understood as
the result of human activities leading to the release of
substances from the technosphere into the environment.
Therefore, emissions are directly related to the way
man handles resources. Substances of natural origin
are already present in the environment, although those
present in rock and deep soil layers as part of a matrix
are not in direct contact with organisms. It is only after
release due to processes such as erosion and abrasion that
they enter the environment. These processes are caused
by climate factors such as rain, temperature and wind,
and volcanic activity.

As indicated in the introduction to this chapter, the
focus is on xenobiotic and natural substances produced
or released due to human activities. With substances
produced intentionally - and their by-products - emissions
can take place at any stage of the life cycle of the
substance (Figure 2.2). The life of any substance starts
with the production or formation stage. A distinction can
be made between substances produced as a raw material
for the synthesis of other substances (intermediates) and
all other substances. For both categories, the life cycle
starts in the chemical or petrochemical industry, except
for mining and refining of ores and other minerals, which
will not be considered here as our focus is on organic
substances.

For intermediates three situations can be considered.
Firstly, an intermediate may be processed directly in the
same reactor without isolation. Secondly, an intermediate
may be isolated and processed at the same site (on-site
treatment). And finally, an intermediate may be isolated
and transported to another factory for processing (off-
site treatment). The reason for this distinction is the
differences in the level of process releases (emissions).
The lowest emissions occur when the intermediate is
converted without being isolated in the same vessel.
The highest emissions occur when the intermediate
is produced and isolated at one site, and processed at
another site.

The following potential stage is the formulation
process, where substances are mixed and blended
to obtain preparations. The production of paint is an
example of formulation. It is possible for a substance to
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Figure 2.2. Possible stages in the life cycle of anthropogenic
substances.

go through more than one formulation process. This is the
case, for example, when a substance is formulated first
into a pigment and than added to a paint formulation.
Next comes the use stage, where the substance (as
such or in a preparation) is used or applied for a certain
purpose. As can be seen in Figure 2.2, a distinction has
been made between private use, professional use, and
industrial use. To illustrate this distinction, consider the
use of a certain paint. An automotive paint might be used
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by the public at large as do-it-yourself paint (private use),
in car refinishing at a body repair shop (professional use)
and at a car manufacturer (industrial use). In general,
private use is more diffuse than industrial use. There
are also differences in the use of emission-reducing
techniques. Such techniques are likely to be found in
industrial use, where they may be imposed by regulation
as well as adopted for commercial reasons. Private
use is not usually subject to the imposition of such
techniques. Professional use consists of small to medium
point sources where to some extent emission-reducing
techniques may be imposed or adopted.

Another distinction that has been made is between
the use of a substance as a processing aid and its function
in articles (industrial products like plastic articles,
finished coating layers, etc.). As a processing aid the
substance itself is not needed after completion of the
process, for example, catalysts in chemical reactions. In
other cases, the substance intentionally becomes part of
a product or closed system in which it fulfils a certain
function, for example, a pigment for polymers used to
make toys, and substances used as a dielectric medium
in transformers. Processing aids are emitted during
processing and/or released into air streams or wastewater
and become (hazardous) waste materials. It should be
noted that sometimes processing aids become enclosed
in a matrix. This is the case, for example, when a catalyst
for a polymerisation process becomes incorporated in a
plastic.

Substances in articles can enter a stage in their life
cycle (the service life) which may last for a long time.
Releases can then occur in a diffuse way, due to processes
such as migration, abrasion and leaching or evaporation.
Estimating emissions from products or articles is further
complicated because the exact composition of products
and knowledge about the use of specific chemicals in
products is often lacking. Product registers, which are
available in some countries, may be used to overcome
this problem.

The last stage in the life cycle is waste treatment.
Releases into waste streams can occur at all stages in the
life cycle of a substance, in addition to direct emissions
into the environment. Waste streams can be wastewater
streams, liquid and solid waste streams, and waste gas
streams.

More and more wastewater from households and
industry is treated in sewage treatment plants (STPs) and
waste water treatment plants (WWTPs). STPs collect
diffuse emissions from households, professional activities
and often also some industrial activities and form, as
such, a kind of point source for the aquatic environment.

WWTPs are industrial point sources for substances
released during processes in the industry or industries
discharging to these plants. The level of connection to
municipal STPs varies from country to country, as can
be seen in Table 2.1. In the table a distinction is made
between primary treatment, secondary treatment and
tertiary treatment. Primary treatment refers to treatment
by a physical and/or chemical process involving
settlement of suspended solids, or other processes in
which the biological oxygen demand (BOD) of the
incoming waste water is reduced by at least 20% and
the total suspended solids of the incoming waste water
are reduced by at least 50%. Secondary treatment refers
to treatment by a process generally involving biological
treatment and a secondary settlement or other process,
resulting in removal of at least 70% of BOD and 75%
of chemical oxygen demand (COD). Tertiary treatment
refers to any additional treatment beyond primary and
secondary treatment, intended to reduce the level of
BOD or COD or to remove other pollutants. Waste
water collected in tankers from houses with no direct
connection to the sewage system is considered to be
connected to urban waste water collection system.
Household waste water not collected by a waste water
collection system is generally discharged directly into the
environment (onto land or into a river, lake or the sea),
though sometimes the householder may chemically treat
the waste before discharge [1].

Waste streams may be treated to recover substances
or materials for further use in a similar or different form.
The fate of an individual substance will depend, among
other things, on whether it is a target for recovery or not.
Examples of substances recovered for re-use for the same
purpose include catalysts and extraction solvents. These
may require some treatment to make them suitable for
re-use. Another example is the recovery of silver from
photographic baths - other substances present in the
baths are not considered to be sufficiently valuable to be
recovered, and so may be disposed of in waste water.

Lubricating oil is an example of a product that could
be recovered and used again after treatment and possible
reformulation to clean it up. These steps may involve the
removal of some substances present in the used oil to
waste streams, as well as the addition of other substances.
The recovery of paper fibres for recycling into new paper
can result in the removal of substances such as pigments
and dyes from the fibres and their presence in waste
water or sludges. However, depending on the treatment
used (which will depend on how the recovered fibres are
to be used) substances may remain on the fibres and so be
incorporated into the new product. The shredding of used
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Table 2.1. Level of connection to sewage treatment plants (%) of populations in EU member states in 2002 [1].
In those cases where data are based on another year, the year is given in parentheses. A distinction is made between
primary treatment, secondary treatment and tertiary treatment. Further explanation is given in the text. No data have

been provided for Belgium, Denmark, Greece, Italy and Portugal.

Country Population not connected to Population connected to waste water treatment by type (%)
waste water collection systems
(%) Without Primary Secondary Tertiary
treatment treatment treatment treatment

Czech Republic 20 8 - - -

Germany (2001) 5 0 5 88
Estonia 28 1 1 24 46
Spain 0 11 1 62 26
France (2001) 18 2 2 51 27
Ireland (2001) 7 23 41 21 8

Cyprus (2000) 65 0 0 0 35
Latvia (2003) - - 2 35 33
Lithuania (2003) 27 11 32 7 21
Luxembourg (2003) 0 5 7 66 22
Hungary 38 5 22 25 11
Malta (2001) 0 87 - - -

Netherlands 1 0 0 14 85
Austria 14 0 0 -

Poland (2003) 3 25 31
Slovenia 37 30 10 18 5

Slovakia (2003) 45 3 -

Finland 19 0 0 0 81
Sweden 15 0 0 5 80
United Kingdom? 2 0 1 59 38

4 Data for waste water in the UK refer to England and Wales only

tyres to give a material for use in construction will leave
behind any additive substances present in the material.
The inclusion of substances in new products, whether
by accident or by design, will lead to a new service life
phase, however this may well be in a different area to the
original use.

The treatment of waste materials which have no
further use and for which recycling or composting is
not a valid option, basically consists of incineration and
dumping (land filling). Non-hazardous waste, such as
domestic waste containing a mixture of biodegradable,
combustible and inert materials, is often land filled. Table
2.2 presents an overview of the percentages of municipal
waste land filled and incinerated in the 15 “old” EU
member states.

Hazardous wastes are often incinerated and as a
result the organic and inorganic substances are destroyed
or decomposed to a certain extent, depending on the
temperature and residence time. Non-combustible
hazardous wastes are land filled at special sites, where
they are isolated from contact with the environment.
Other possibilities are physical/chemical treatment
and biological treatment. Table 2.3 gives an overview
for some EU member states of the distribution of the
treatment of hazardous waste over the various kinds of
treatment, based on statistical data [3].

From the above it can be seen that a number of new
waste streams can be generated through the treatment of
waste and substances can move partially or completely
into these streams, depending on the processes used
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Table 2.2. Fraction (%) of municipal waste land filled and incinerated in 15 EU member states. Other methods of waste
treatment, e.g., recycling and composting, are not included. These figures are based on statistical data for the amounts

of municipal waste land filled and incinerated according to [2].

Country % land filled % incinerated
1995 2000 2004 1995 2000 2004
EU (15 countries) 78 74 69 22 26 31
Belgium 57 34 23 43 66 77
Denmark 25 16 8 75 84 92
Germany 72 55 42 28 45 58
Greece 100 100 100 0 0 0
Spain 93 90 90 7 10 10
Cyprus (2000) 54 57 54 46 43 46
Ireland 100 100 100 0 0 0
Italy 95 90 83 5 10 17
Luxembourg 34 33 31 66 67 69
Netherlands 53 23 7 47 77 93
Austria 79 75 48 21 25 53
Portugal 100 78 77 0 22 23
Finland 100 85 86 0 15 14
Sweden 48 37 16 53 63 84
United Kingdom 90 92 90 10 8 10
Table 2.3. Distribution of treatment (% of total) of hazardous waste (in kilotonnes) in European countries
for which adequate data sets were available [3].
Country Total amount Physico/chemical Biological Incinerated Land filled and
treatment (%) treatment without energy deposited into or
(%) recovery (%) onto land (%)
Czech Republic 464 40 25 5 29
Estonia 6004 1 - 0 99
Finland 998 - - 8 91
Germany 14580 20 - 13 38
Netherlands 1605 5 - 13 37
Romania 2228 - - 3 92
Slovakia 1148 39 41 5 12
Slovenia 31 19 - 42 35
Switzerland 926 26 - 45 29
United Kingdom 3896 29 - 2 51
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Figure 2.3. Possible flows of a substance in waste streams from previous stages in life cycles at the waste treatment stage, where
STP is a municipal or other sewage treatment plant and WWTP is an industrial wastewater treatment plant. Waste treatment will
always lead to (minor) emissions to the environment as recovery is generally less than 100%.

and the properties of the substance. Figure 2.3 presents
the waste treatment box from Figure 2.2, showing
the possible flows of a substance into waste streams.
Where substances or materials in waste streams are re-
used, recovered and recycled, other waste streams may
be generated and treated in a particular way (solid and
broken arrows on the right hand side of Figure 2.3).
These streams may be aqueous with treatment occurring
either in an STP or a WWTP. Solid and liquid waste
streams may be incinerated and solids may be landfilled.
Waste air streams may be treated in several ways, for
example, with cyclones (which may give solid waste),
scrubbers (giving aqueous waste) and condensers (which
may give liquid waste).

Treatment of water in an STP/WWTP produces
sludge (Figure 2.3), which can be either incinerated or
applied to agricultural soil, through which a substance
may unintentionally end up in soil. Incineration yields
ashes, which are either landfilled or applied, e.g. as an
underlayer in road construction (Figure 2.3). Some
substances may completely or partly remain present in
ashes (certain metal compounds). At landfills, leachate

(rainwater percolating through the landfill) may contain
substances which could be treated in an STP (Figure 2.3).
Solid waste resulting from waste air treatment may be
landfilled or incinerated, like liquid waste, and aqueous
waste may be treated in an STP/WWTP.

Figure 2.4 shows a chain of human activities related to
phosphate ore from which fertilizer and fodder phosphate
are produced. Phosphate ore contains a certain amount of
cadmium. As cadmium cannot be completely separated
from the process during wet chemical processing,
cadmium is emitted into the environment where it may
eventually cause toxic effects if no measures are taken.
The cadmium released is distributed over the products
and the gypsum which is released to surface waters.
2.3.2 Types of emissions and sources
Emissions occur in many different ways: for short
periods or continuously for many years, at fixed levels
or with wide fluctuations. Depending on the type of
risk assessment, it is interesting to know the maximum
emissions leading to peak concentrations for acute
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Figure 2.4. Pathways of cadmium released from phosphate ore. Modified from [4].

effects, or the total emissions leading to average
concentrations (a ‘“background” concentration) for
chronic exposure effects. In general, a distinction can
be made between (a) continuous emissions, (b) block
emissions, and (c) peak emissions, as shown in Figure
2.5. In practice, the magnitude of both continuous
emissions and block emissions will vary widely in
time and place. For example, releases of chemicals in
effluents from STPs into surface water will vary greatly.
Emissions may come from large point sources or they
may be diffuse. Additionally, a distinction can be made
between stationary and mobile sources.

Table 2.4 gives some definitions of types of emissions
and sources.

2.3.3 Emissions in relation to risk assessment
Emissions (direct releases) from sources (processes)
into the air, surface waters and soil may take place at
any stage in the life cycle of a substance. It is important
to distinguish between emissions and the load to an
environmental compartment where the actual risk
may occur. The load to air, water and soil is the result
not only of direct emissions but also of transport and
distribution processes in the environment. Figure 2.6
shows the different pathways to surface waters from
sources (processes), via transport, and via the distribution
processes.

Emissions to the air, for example, take place due to
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a) Continuous emissions b) Block emissions

Figure 2.5. Types of emission.

evaporation and the dusting of solids (e.g. in handling
and transhipment) and through releases from chimneys.
Indirectly, there may be a load to the air when volatile
substances such as solvents evaporate from STPs or
surface water.

Many substances reach the soil due to wet and dry
deposition from the air. This load is the indirect result of
emissions into the air. Direct releases to soil will occur as
a result of leakages from industrial sites or storage tanks
and handling, and when chemicals are applied onto the
soil directly as occurs with pesticides (and substances
other than biocides used in formulations as solvents
or extenders, etc.) and fertilizers on agricultural land.
Indirect exposure of the soil also takes place when waste

c) Peak emissions

water pollutants enter the soil due to the application of
sewage sludge as a fertilizer in agricultural areas.

As stated above, the essence of hazard and risk
assessment is the comparison of exposure with effects. In
many cases, this comparison has to be made for a specific
location and period. In other words, “where” and “when”
are crucial. In the case of water a general distinction
can be made between surface water (fresh, brackish and
salt) and groundwater. Small rivers with a point source
discharge are highly exposed. With groundwater flows
near agricultural activities the load of pesticides and
their degradation products can be considerable. In this
situation the local soil (i.e., the soil directly exposed to

Table 2.4. Definitions of types of emissions and sources.

Type Definition and example

Continuous emission

emissions with an almost constant emission flow rate over a prolonged period.

Example: the emission of a substance from a continuous production process such as an oil refinery.

Block emissions

emissions with a flow rate which is reasonably constant over certain time periods with regular intervals

with a low or even zero background emission. Example: the emissions from traffic; emissions are high

during rush hours and low at night.
Peak emissions

emissions where a relatively large amount is discharged in a short time; the time intervals between

peaks and the peak height can vary greatly.
Example: the discharge of spent liquid (reaction mixture) after isolation of a synthesized substance in a

batch process, or a discharge after a process failure.

Point sources

sources, either single or multiple, which can be quantified by means of location and the amount of

substance emitted per source and emission unit (e.g. amount per time unit).
Example: a chemical plant or a power plant (usually a factory with several plants is considered a single

point source).
Diffuse sources

large numbers of small point sources of the same type.

Example: emission of solvents from painted objects (maintenance of buildings, boats, vehicle, fences,

etc.).
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the emission) should be included in the risk assessment.
In general, we can distinguish between agricultural
soil, industrial soil and other soil (e.g. urban and rural).
Although air is renewed quickly, local pollution may
give rise to risks. In a busy street, traffic emissions may
lead to effects on humans during rush hours. This is an
example of time dependency as well. Another aspect to
be considered is air quality in the neighbourhood of large
point sources, such as incinerators or industrial plants. It
is clear that there is not only a general need for complete
emission data, but also a specification of time and place
(Section 2.4).

2.3.4 Prevention and risk reduction measures

If the outcome of a risk assessment is critical, risk
reduction is the next step. Risk reduction means emission
reduction. Box 2.1 presents various examples of risk
reduction measures (RRMs).

End-of-pipe treatment is the traditional way of
solving these problems. It has been effective in many
cases. However, quite often the result is that the problem
is merely shifted to another environmental compartment.
Prevention, i.e. process optimization, is increasingly

Box 2.1. Examples of risk reduction measures (RRMs)

Substance flow measures:

* recycling of waste

* substitution of substances in products
e quality of raw materials and products
Process optimization:

* good housekeeping

* process-internal recycling

* substitution of processing aids

* process optimization

End-of-pipe treatment:

e waste-water treatment

* gas-flow treatment

» waste destruction and disposal

regarded as the best alternative and recycling as the next
best. But these options, too, may just shift the problem,
especially when alternative materials and energy use are
involved in the evaluation. There is no objective method
by which to decide which option is best. Therefore,
the decision should be a pragmatic one, based on an
integrated approach to process management. Table 2.5
gives various options for some example substances.
Under the REACH system, the consideration of risk
management measures will become an integral part of
the assessment process (see Section 2.6).

If no emission-reducing measures are taken, emissions
of persistent substances eventually lead to accumulation
in the environment. A classic example is the accumulation
of PCBs in sediments. Figure 2.7 illustrates simulations
carried out on the concentration of PCB 153 in the upper
layer of Lake Ketelmeer with and without remediation
[6]. It appears that whether emission-reducing measures
are taken or not, the concentration will return to the same
level after 5 to 6 years (emissions of PCB 153 are diffuse
and often emanate from unknown sources). Remediation
of contaminated sites is therefore not always appropriate
and the problem needs to be solved at the source (prevent
or reduce emissions).

24 DATA AVAILABILITY AND GENERATION

24.1 Measurements

The most direct way of gathering information about
emissions is to carry out measurements in effluents and
emitted gas flows. However, a measurement is just one
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Figure 2.7. Simulation of PCB 153 concentration in the top
layer of aquatic sediments in Lake Ketelmeer in 1985, without
emission reduction in the period 1985-2000, without removal

of polluted sediments (—) and with removal of polluted
sediments in 1985 (- - - -). From [6].

sample, taken in a particular period from a stream with
flows and concentrations varying in time. Therefore,
the result of a single measurement must be converted
into more generally applicable emission data, based on
knowledge of the process or activity during the sampling
period and in general over time, especially in the event
of block or peak emissions. These data should include
information on production and process conditions,
which are often more difficult to obtain (especially
afterwards) than the sample itself. A combination of this
information and the analytical results can provide insight
into emissions from the process at times other than the
sampling time, and for similar processes elsewhere.
Other measured data can also be used for emission
calculations. These include measurements in daily
practice of the quantity or quality of raw materials,
like ores or concentrations in waste or products, as

Table 2.5. Some options for reducing or preventing emissions for a number of example substances.

Substance Process Substance flow Process optimization End-of-pipe measures
(chain leakage) measures
Cadmium waste incineration substitution of Cd in electrostatic filtration
products
agriculture reduction of Cd-content
in phosphate products
metal plating electrolysis precipitation
2,3,7,8-TCDD waste incineration avoidance of strong temperature control in  scrubbing and
variation in waste process adsorption
composition
Dieldrin agriculture substitution by less
harmful pesticides
Chloroform pharmaceutical industry solvent substitution improvement process adsorption, incineration
control (closed
equipment, vapour
return)
2-Propanol chemical industry scrubbing and treatment
in STP
PCB 153 (all processes) substitution by other

substances
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well as measurements from pilot scale or laboratory

processes. Some priority pollutants, like cadmium and

dioxins, have received a great deal of attention and

specific measurements can provide a basis for their

risk assessment. Emissions are usually measured when

a problem is suspected (risk definition). The effects of

RMMs are also monitored in the control phase. However,

for thousands of substances there is little or no measured

data available.

24.2 Specific calculations

The following types of calculations can be carried out

to convert the results of various measurements into

information about emissions:

1. Mass-balance calculations.

2. Calculations based on the process characteristics and
properties of the substance.

3. A combination of 1 and 2.

1. Mass-balance calculations
If data from measurements are available for all flows
except one, the missing flow can also be quantified.
The basic formula for the mass balance of a process or
activity over a certain period is:

I=E ,+E, +E.+W+P+dS+D 2.1

where

I = input (amount produced, purchased, etc.)

E,, = amount discharged with wastewater

E, = amount emitted into the air

E, = amount released to the soil

W = amount in outgoing waste

P = amount in outgoing product

dS = difference in amount in storage at start and end
of period

D = amount degraded (thermally, biologically and
chemically).

An example of this is the determination of chloroform
emissions into the air from a pharmaceutical plant using
chloroform as a solvent. In principle, the input (the
amount bought by the company) should be equal to the
output, i.e. the amounts released in the effluent and in the
waste (which can be measured), plus the emissions to air
and soil (which are very difficult to measure). Figure 2.8
presents the method used to determine mass balances in
a study on emissions from pharmaceutical plants [7].

2. Calculations based on the process characteristics
and properties of the substance

These calculations can be used to estimate the release of a
substance into only one environmental compartment. For
example, they can be used to calculate the evaporation
of a solvent from open tanks, or polycyclic hydrocarbons
from wood treated with creosote. In these cases the
physicochemical properties of the substance play an
important role. Other examples include discharges to
wastewater of dyes from the textile industry, or chemicals
from the photographic industry, which are mainly
determined by the process characteristics.

3. A combination of 1 and 2

Sewage treatment is an example of a process in which
many substances occur somewhere, at sometime. Other
examples are landfills and waste incineration; both
processes at the end of a substance chain. The behaviour
of substances in STPs has been studied extensively.
Elements like heavy metals have been measured mostly
by monitoring in practice, while the behaviour of
organics has also been examined by process simulation
modelling [7 — 9]. The influence of properties like water
solubility, vapour pressure, and octanol-water partition
coefficient, together with reasonably well-defined
process characteristics, can be estimated with the help of
exposure models (Chapter 4). More difficult, however,
is the incorporation of biodegradation (Chapter 3),
because of the uncertainties in processes like microbial
adaptation and biokinetics. In fact, the presence of
specific micro-organisms in sludge is never constant and
varies in every STP. Table 2.6 gives ranges of results for
several calculations carried out with different models [8].
It should be noted that these calculations were made for
pharmaceutical manufacturers in The Netherlands, where
the STPs usually have a low pollution load. In other
circumstances very different values may be found.

The same kinds of activities and behaviour play a role
in landfills, although the process characteristics (time
scale and/or anaerobic conditions) are quite different.
Much less is known about the behaviour of organic
substances in landfills. Waste incineration presents very
specific problems in emission assessment. For heavy
metals mass balances can be determined, but organics
are assumed to decompose completely. In older and
badly controlled incinerators, fractions of the more
stable organic substances are evaporated, and there may
be significant formation of other toxic substances like
dioxins.
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Figure 2.8. Simplified diagram of the processing and composition of mass balances of solvents. Each grey block contributes to the

mass balance of the solvents [7].

2.4.3 The application of emission factors
Measurements and specific calculations, for example
in the form of mass balances, can only be carried out
for a limited number of actual sources and substances.
The results of such measurements and calculations can
be used to derive emission factors, provided they can
be related to the size of the activity (e.g. the production
volume of a process). These emission factors can be used
to calculate the emissions of other substances handled
in a similar way for which on-site measurements are not
feasible or possible.

Emission factors can be used at different levels:
(1) apparatus or plant, (2) industrial sector, and (3)
national. It is important to make this distinction because
the emission factors may be very different. If they are
determined for well-defined technical situations, like
specific types of pumps, gas burners or cars used under
defined circumstances, or for specific industrial processes
where various specific environmental measures are
taken, there will be no misunderstanding about them.
However, there are larger scale emission factors, for
example, an average for a whole country. These relate to
the penetration of technologies and form an average of all

Table 2.6. Fate and behaviour of some solvents in active-sludge plants with a low load, based on model calculations? [8].

Substance Water Air Sludge Degradation
Toluene 1-2 31-69 0-1 32-67
Methanol <<1 <<1 <<1 >99
Acetone 1-2 <<1 <<1 98 - 99
Dichloromethane 2-3 20 - 56 <<1 40 - 77
Tetrachloromethane 1-2 94 - 99 0-2 0-2
1,2-Dichloroethane 19-30 30-50 0-1 20 -50
Trichloroethylene 1-2 84-95 0-1 3-12
Monochlorobenzene 2-4 63 -85 1-8 6-25

4 Numbers represent percentages.
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individual installations. These emission factors are much
less precise. Such emission factors can be estimated,
for example, for cars in France or Germany in 2000, or
for the ceramic industry in Europe in 2002, where each
year and scale has its own value. Even on a global scale
emission factors may be useful, for example, for emission
calculations of PCBs based on world production. What
type of emission factor should be used depends on the
purpose and precision of the calculation; these, of course,
are related to the specific hazard and risk assessment goal,
which in turn may depend on the scale of the problem and
the distribution of the substance in particular.

There are many databases with emission factors and
they are growing in number [11-16]. However, they cover
a limited number of substances. Most of the emission
factors listed are directly related to the size of the activity
and, in the case of industrial processes, to the production
or the amount (or surface) of the material treated. In
many cases, however, loss percentages related to the
input, based on the concept of mass balances or other
calculations are useful, especially if only information
on the total amount of the substance is available. Some
examples of this approach are given in the next section.
2.4.4 Generic approach to emission estimation
From the previous sections it will be clear that emissions
can be calculated on the basis of monitoring data
(measurements) or mass balances in only a few cases.
For new substances such data are normally not available
at all. Due to this lack of information it is necessary to
use generalized approximations, for example, for:

1. Emission factors for processes.

2. Substance properties and process conditions (capacity
of processes, etc.).

3. Data from practice (type of process and formulations
used).

In this section the approaches set out in the Technical

Guidance Document (TGD) will be described [17]

but first some comments need to be made about the

spatial scales and time scales for which these emission

calculations are performed.

Spatial scales

A wide variety of spatial scales can be distinguished:
the global scale, the continental scale, the fluvial scale,
the regional scale and the local scale (Figure 7.2). The
most appropriate scale depends on the nature of the
substance to be assessed, including the effect it has on the
environment and its emission pattern. Substances causing
ozone depletion have a continental or even global impact,

while exposure to certain substances used in specialized
industrial processes is highly controlled and therefore
limited. Sometimes operative policy dictates the choices
to be made. When “environmental concentrations are not
allowed to exceed the maximum permissible level beyond
the border of a site” (e.g. a chemical plant), a local scale
of 100 or 1000 m, for example, can be chosen. Whatever
scenario is chosen, it should be remembered that, after
their release, substances do not stop at borders; they may
be transported over great distances. Persistent organic
pollutants have been measured in arctic ice, deposited
there from the air after emissions in far away civilized
areas.

For an initial exposure assessment of a substance
produced or marketed in small quantities (e.g. <100
tonnes/y), a local scale is generally selected (Table 2.7).
On this scale, emissions are considered to come from a
main point source. Protection targets are assumed to be
exposed near this source. In the case of pesticide use
(also referred to as an emission in this context), this
may be a piece of agricultural land. Larger quantities of
substances may have significant effects on a larger scale
and a regional scale could be added to the assessment. At
the regional scale, emissions are regarded as diffuse and
continuous and multi-compartment steady-state models
are often used for the estimation of environmental
transport and transformation (Chapter 4). Estimated
continental concentrations can be used as background
data to estimate concentrations on a regional scale.

If a point source can be identified, any effects
will predominantly occur locally. If the sources are
diffuse, effects may become apparent on a regional
scale. However, where a persistent substance is emitted
in small amounts locally, it is possible that regional
concentrations could ultimately become as significant as
local concentrations.

Time scales

The choice of the time scale to be considered in the
emission and exposure assessment depends on factors
such as the frequency and duration of emissions, the
generation times of the organisms being considered
in the effects assessment (Chapter 7) or the level of
refinement of the assessment [17]. For organisms with a
short generation time, such as micro-organisms (e.g. in a
STP) and most aquatic organisms, an emission episode
can cover a considerable part of their life cycle. Thus,
the exposure concentrations to these organisms during
such episodes can be considered to be “continuous”
and compared with no effect levels derived from long-
term (chronic) toxicity data, even though environmental
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Table 2.7. Examples of spatial scales for the calculation of environmental concentrations used as input for indirect exposure

calculations according to the TGD [17].

Compartment Local assessment

Regional assessment

Surface water
mixing of STP-effluent

Air annual average concentration at 100 m from

source or STP (maximum)
Agricultural soil

annual average concentration after complete

concentration averaged over 180 days after

steady-state concentration in surface water
steady-state concentration in air

steady-state concentration in agricultural soil

10 years of sludge application and aerial

deposition
Porewater
as defined above
Groundwater
as defined above

concentration in porewater of agricultural soil steady-state concentration in porewater of

agricultural soil

concentration in porewater of agricultural soil steady-state concentration in porewater of

agricultural soil

concentrations averaged over a year may be much lower.
The exposure of terrestrial organisms can be assumed to
be only marginally influenced by temporal fluctuations
in emission rates, as most substances are not emitted
directly to soil. This does not always apply to pesticides,
however, which are usually applied over short periods of
time, leading to peak concentrations in soil, water and
air. These concentrations are generally compared with
short-term toxicity data for non-target organisms. With
long-term exposure to chemicals, for example due to
the persistence of the substance or frequent or widescale
emissions, long-term toxicity data should be used. For
human beings, episodes of emissions to the environment
cover a short period of their lives. It can therefore
be assumed that they are exposed to environmental
concentrations averaged over a longer period (e.g. 1 to
10 years), which are derived from average emission rates
(Table 2.7). Consumers and workers, however, may be
exposed to episodic concentrations once or repeatedly,
even extending throughout their lifetime.

Emission calculations according to the TGD

The TGD [17] considers three types of categories: 4
main categories (MCs); 16 industrial categories (ICs);
and 55 use or function categories (UCs). These are listed
in Table 2.8.

The main categories are intended to classify the
exposure relevance of the use(s) of a substance in four
broad categories: (1) use in closed systems; (2) use
resulting in inclusion into or onto a matrix; (3) non-
dispersive use; and (4) wide dispersive use. In the context
of environmental risk assessment these categories are also

used to characterize emission scenarios for the estimation
of emissions to the environment during specific stages of
the life cycle of the substance.

The industrial categories specify the branch of industry
(including personal and domestic use, and use in the
public domain) in which the substance is used. Relevant
emissions are likely to occur in the application of
the substance as such or in the application and use of
preparations and products containing the substance. The
industrial categories are rather broad in many cases and
many important emission sources (processes) are not
specifically included and hence have to be allocated to
IC 16 “Others”.

The use category or function category represents
the specific function of the substance. There are
55 categories with a varying level of detail. For
substances used in photography, for example, there
is UC 42 “Photochemicals”. Several specific types
of photochemicals have a specific UC, such as fixing
agents (UC 21). For chemicals applied in polymers,
however, there is no specific UC for plastics additives.
More significant is the lack of specific use categories for
particular functions substances may have in fields like
photography and polymer processing.

For emission estimation the TGD [17] contains so-
called A and B Tables. These generic tables are based
on expert judgement with additional in-depth knowledge
based on use category documents (UCDs) on textile dyes
[18], photochemicals [19], metalworking fluids [20], and
paper chemicals [21]. There are A and B Tables for each
of the 16 industrial categories.
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Table 2.8. Categories used by the EU [17].

Main categories

I Usein closed system II  Use resulting in inclusion into or onto a matrix
- non-isolated intermediates IIT  Non-dispersive use
- isolated intermediates stored on-site IV Wide dispersive use
- isolated intermediates with controlled transport
Industrial categories
1 Agricultural industries 9  Mineral oil and fuel industry
2 Chemical industry: basic chemicals 10 Photographic industry
3 Chemical industry: chemicals used in synthesis 11 Polymers industry
4 Electrical/electronic industry 12 Pulp, paper and board industry
5  Personal/domestic 13 Textile processing industry
6  Public domain 14 Paints, lacquers and varnishes industry
7  Leather processing industry 15 Engineering industries; civil and mechanical
8  Metal extraction, refining and processing industry 16 Others
Use categories
1 Absorbents and adsorbents 31 Impregnation agents
2 Adhesive, binding agents 32 Insulating materials
3 Aerosol propellants 33 Intermediates (monomers; pre-polymers)
4 Anti-condensation agents 34 Laboratory chemicals
5  Anti-freezing agents 35 Lubricants and additives
6 Anti-set-off and anti-adhesive agents 36 Odour agents
7  Anti-static agents 37 Oxidizing agents
8  Bleaching agents 38 Plant protection products; agricultural
9  Cleaning/washing agents and additives (detergents; soaps; dry 39 Biocides, non-agricultural (disinfectants; preservative
cleaning solvents; optical brighteners in detergents) products; pest control products; specialist biocides)
10  Colouring agents (dyestuffs; pigments; colour forming agents; 40 pH-regulating agents
fluorescent brighteners) 41 Pharmaceuticals (veterinary medicines)
11 Complexing agents 42 Photochemicals (desensitisers; developers; fixing agents;
12 Conductive agents (electrolytes; electrode materials) photosensitive agents; sensitisers; anti-fogging agents; light
13 Construction materials and additives stabilisers; intensifiers)
14 Corrosion inhibitors 43 Process regulators (accelerators; activators; catalysts;
15 Cosmetics inhibitors; siccatives; anti-siccatives; cross-linking agents;
16 Dust binding agents initiators; photoinitiators; etc.)
17  Electroplating agents 44 Reducing agents
18 Explosives (blasting agents; detonators; incendiaries) 45 Reprographic agents (toners for photocopying machines; toner
19 Fertilisers additives)
20 Fillers 46 Semiconductors (photovoltaic agents)
21 Fixing agents 47 Softeners (coalescing agents; bates in leather technology
22 Flame retardants and fire preventing agents devulcanising agents; emollients; swelling agents; water
23 Flotation agents softeners; plasticisers)
24 Flux agents for casting 48 Solvents
25 Foaming agents (chemical/physical blowing agents; frothers) 49 Stabilisers
26 Food/feedstuff additives 50 Surface-active agents
27 Fuels (gasoline; kerosine ; gas oil; fuel oil; petroleum gas; 51 Tanning agents
non-mineral oil) 52 Viscosity adjustors (pour-point depressants; thickeners;
28 Fuel additives (anti-fouling agents; anti-knock agents; deposit thixotropic agents; turbulence supressors; viscosity index
modifiers; fuel oxidizers) improvers)
29 Heat transferring agents (cooling agents; heating agents) 53  Vulcanising agents
30 Hydraulic fluids and additives 54 Welding and soldering agents

55

Others
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The A Tables provide the estimated total release
fractions (emission factors) of the production volume to
air, (waste) water and industrial soil during production,
formulation, industrial/professional use, private use,
and recovery, according to their industrial category. The
TGD distinguishes between the production volume (the
amount produced in the EU, to be used in calculations
relating to production) and the fonnage or market volume
(production volume plus the total amount imported into
the EU minus the total amount exported from the EU,
to be used for calculations for other life cycle steps).
The total amount of the substance released is averaged
over the year and used for the calculation of the regional
predicted environmental concentration (PEC).

The B Tables are used to determine releases from
point sources for the calculation of the local PEC.
This means the estimation of the daily capacity of the
representative largest point source for the particular stage
of the life cycle and process to be expected (reasonable
worst-case situation). Based on the volume of the
substance the B Tables provide estimates for the fraction
of the main source and the number of days that releases
occur. So, the main source is the emission source where
the largest fraction of the production volume or market
volume of the substance is handled (i.e., produced,
formulated, etc., depending on the stage of the life
cycle considered). The number of days is the number of
emission days per year that activities take place during
which the substance will be released.

The A and B Tables cover both low production
volume chemicals (LPVCs) and high production volume
chemicals (HPVCs). In the EU, HPVCs are defined as
being chemicals produced or imported in quantities of
at least 1000 tonnes per year by at least one company.
During the development of the A and B Tables a different
approach was taken. Individual threshold tonnages for
considering a substance as high production volume were
set for each industry category and for some specific use
categories.

The TGD also contains emission scenario documents
(ESDs). An ESD is defined as a set of conditions for
sources, pathways, production processes and use patterns
that quantify the emissions (or releases) of a chemical
[22]. An ESD should ideally include all the following
stages: (1) production, (2) formulation, (3) industrial
use, (4) professional use, (5) private and consumer use,
(6) service life of product/article, (7) recovery, and (8)
waste disposal (incineration, landfill), but in many cases
existing ESDs may be limited to only one or a few
stages. ESDs provide methods for calculating emissions
which often allow the use of specific data related to the

substance or use and provide default values for use when
specific information is not available.

Chapter 7 in Part IV of the TGD [17] contains various
ESDs (see Table 2.9), which were available in suitable
form at the time of publication. These ESDs cover one
or more stages of the life cycle for a specific industrial
branch and/or a specific group of chemicals or chemical
products. Some cover only biocidal products. In many
cases the time aspect is not covered.

Further ESDs have been developed by EU countries,
the United States and Canada. The OECD task force on
environmental exposure assessment (see also Chapter
16) develops ESDs at the OECD level, in order to be
able to compare differences in conditions of production,
use etc., between OECD member countries, and to avoid
duplication of effort as far as possible. Draft ESDs
produced by lead countries are circulated to member
countries for comments, amended by the lead countries
and published by the OECD. The documents published
by the OECD as at summer 2006 are listed in Table 2.10.

The OECD has also published guidelines on the
production of ESDs [22]. All OECD ESDs are available
from the OECD website (see also Chapter 16).

Both the A and B Tables and ESDs may have specific
emission factors for functions that substances may have
which are not covered by one of the use categories of
the TGD. For emission estimation the TGD states that
releases of a substance at different stages of its life cycle
should be estimated from (in order of preference):

e Specific information for the given substance (e.g.,
from producers, product registers or open literature).
e Specific information from the emission scenario
documents (use category documents) for several

industrial categories as well as for some of the 23

biocidal product types as given in Part IV, Chapter 7

(see Table 2.10).

* Emission factors as included in the release tables of

Appendix I (A and B Tables, see below).

The A and B Tables serve as a kind of safety net,
enabling emission estimation with a minimum of data
if ESDs are not available. Both the A and B Tables and
emission scenarios of the ESDs have been implemented
in the latest version of EUSES (see Section 2.5). Usually
the emission scenarios for the local situation are based
on one of two possibilities:

1. Tonnages (production volume / market volume).

2. Consumption and use.

1. Emission scenarios based on production/market
volume
In general no regional tonnages will be known for
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Table 2.9. Emission scenario documents of the TGD [17]. The fo

llowing abbreviations are used: IC is the industrial category,

BPT is the biocidal product type and ww is wastewater. For the life cycle stage: 1 stands for production, 2 for formulation, 3 for

industrial use, 4 for professional use, 5 for private u

se, 6 for service life, and 7 for waste treatment.

Area Emission scenario document Environmental Time Stage of the
compartments aspect life cycle

IC-3 Chemical industry: chemicals used in synthesis! wwW no 1,3
1C-5 Personal/domestic? WW no 1,2
IC-6 Public domain yes 5
IC-7 Leather processing industry wwW yes 3
BPT 9 Biocides used as preservatives
IC-8 Metal extraction, refining and processing industry? wwW yes 3,7
IC-10 Photographic industry wWW yes 3,7
1C-12 Pulp, paper and board industry wWWwW yes 3,74
IC-13 Textile processing industry wWW yes 3,6
BPT9 Biocides used as preservatives in textile wet processing
1C-14 Paints, lacquers and varnishes industry5 wWw, air, soil no 2,3,7
IC-15 Others: releases of additives in the rubber industry® wWwW yes 3
BPT 2 Private and public health area disinfectants and other

biocidal products
BPT6,7and9 Biocides used as preservatives in various applications’ wWwW yes 3,7
BPT 22 Embalming and taxidermy fluids ww, soil yes 3
1" Only for substances with UC 33 “Intermediates” at HPVC level.
2 Only for use categories 9 “Cleaning/washing agents” and 15 “Cosmetics”.
3 Only for use categories 29 “Heat transferring agents” and 35 “Lubricants and additives” applied in metalworking fluids.
4 Waste treatment: paper recycling.
5 For 20 particular applications / coating types.
6 The production of synthetic “raw rubber” is counted in the industrial category IC 11 (polymers industry).
.

IC 12 “Pulp, paper and board industry”.

any given substance. In which event the EU tonnage
according to the TGD should be used in the calculations,
except for private use where the 10 % rule applies (page
32 of Part II of the TGD [17]). For diffuse emissions
from households the standard scenario of the TGD
is based on an average waste water flow of 200 L per
capita per day for a population of 10,000 inhabitants. If
the use of a substance were to be evenly distributed over
the population (consumers) and STPs in the region and
over the week, the fraction of this substance reaching
the standard STP of the TGD (EUSES) would be
the number of inhabitants connected to the STP / number
of inhabitants in the region. This means a fraction of
10,000 / 20 x 10% = 0.0005 with the defaults provided
in the TGD. As the use of (formulations containing)
substances is never distributed evenly over the population
and from day to day, a safety factor of four was assumed

at the time. This means that the fraction of the main
source is 0.002. This value is used in the emission tables
of the TGD. In this case the number of emission days
is equal to 365. There may be other applications where
a point source is considered. For the ESD on private
and public health area disinfectants and other biocidal
products, for example, the fraction of the main source of
the model hospital has been estimated to be 0.007. This
fraction was calculated from the average number of beds
per hospital in a region and the total number of hospital
beds in that region.

2. Emission scenarios based on the consumption and
use

This type of emission scenario applies either the average

consumption per inhabitant or the (estimated) use in

a process. An ESD might also use consumption data
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Table 2.10. Emission scenario documents published by the OECD. The following abbreviations are used: IC is industrial category,
BPT is biocidal product type, ww is wastewater, and sw is surface water. For the life cycle stage: 1 stands for production, 2 for
formulation, 3 for industrial use, 4 for professional use, 5 for private use, 6 for service life, and 7 for waste treatment.

Area Emission scenario document (ESD) Environmental Time Stage of the
compartments aspect life cycle

BPT 8 Wood preservatives WW. SW yes 3-6

IC-11 Plastic additives WWw. air yes 2,3,6

1C-6, 12 Water Treatment Chemicals WW yes 4,6

IC-10 Photographic Industry! WW yes 3,4,7

IC-11 Rubber additives! ww, air, soil yes 2,3, 6%

IC-13 Textile Finishing WW, air yes 3,4.6

IC-7 Leather Processing wwW yes 3

IC-4 Photoresist use in semiconductor manufacturing? WW yes 3

IC-8,9 Lubricants and lubricant additives WW, air, sw yes 2-4, 64

IC-14 Automotive spray application’ WW yes 3,4

IC-8 Metal finishing wWwW yes 3

BPT 21 Antifoulants WW, SW yes 3,4

BPT 18 Insecticides for stables and manure storage systems sw, soil yes 3

IC-12 Kraft pulp mills ww, air yes

IC-12 Non-integrated paper mills ww, air yes 3

IC-12 Recovered paper mills ww, air yes 3,7

' Revised from version in TGD [17].

2 Tyre abrasion.

3 Only for non-volatile substances used in photoresists.

4 Waste treatment: metal working fluids only.

5

Only for non-volatile components.

(expressed as g/cap/d or L/cap/d) for products such as
cleaning products, soaps, etc. Such an emission scenario
applies: (1) an emission factor, (2) the concentration of
the substance in the product, and (3) a penetration factor.
The penetration factor is the fraction of the product on the
market containing the specific substance. Some examples
of the use of ESDs and the A and B Tables to estimate
chemical emissions are presented in the next section.
2.4.5  Three examples of estimating emissions

In this section three examples are presented on the use of
ESDs and the use of the A and B Tables according to the
procedure as explained in Section 2.4.4. The examples
were selected to cover a wide range of applications of the
different approaches. As companies develop many new
chemicals, especially intermediates, the first example
concerns the production of an intermediate. The second

example deals with the use of a chemical in an industrial
branch for which a comprehensive ESD exists (IC 10
Photographic Industry). The third example deals with
the application of a biocidal product for which a specific
ESD was developed and which offers a choice between
scenarios based on tonnage and consumption.

Example 1. Production of an intermediate

Question: What are the emission factors for wastewater
and air, the fraction of the main source, and the number
of emission days for an intermediate, which is produced
at a level of 15,000 tonnes per year? The substance
has a vapour pressure of 550 Pa and is stored on-site.
An intermediate is a substance that is produced during a
chemical process before the desired product is obtained.
So, it is synthesized as a raw material for the manufacture
of a certain end product. According to Table 2.8 there are
two industrial categories for the chemical industry:

55
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Table 2.11. Emission factors (as fractions) to wastewater
for intermediates (UC 33) according to the ESD in the
TGD [17] during production.

Process Emission factor
Wet 0.003
Dry 0

IC 2 “Chemical industry: basic chemicals”

IC 3 “Chemical industry: chemicals used in

synthesis”.
Logically, intermediates belong in IC 3. According to
Table 2.8 UC 33 “Intermediates” applies. As can be
seen from Table 2.9 there is an ESD for IC 3 covering
intermediates at the HPVC level (footnote Table 2.9). The
emission factors according to this ESD are presented in
Table 2.11. It should be noted that only the environmental

compartment wastewater is covered in this ESD. For the
compartments air and (industrial) soil the same generic A
Table should be used as for LPVCs. The A Table for the
life cycle stage production of intermediates is presented
here as Table 2.12.

No information is supplied in the ESD for the
capacity of the process. Hence, the same B Tables as
for LPVCs have to be used. The relevant B Tables for
LPVCs and HPVCs are presented in Tables 2.13 and
2.14, respectively. It should be noted that in this case
a substance is only recognized as an HPVC if the
production volume exceeds 7000 tonnes/year.

Answer: The emission factors are found in Tables 2.11
and 2.12. Air: the intermediate is stored on-site, which
means that the main category is 1b. Because of the
vapour pressure of 550 Pa, the emission factor for air is
0.0001. Wastewater: as it is not clear from the question
whether it is a dry or wet process the worst-case situation
is considered by default. So, the emission factor for

Table 2.12. Emission factors (as fractions) to air, wastewater, and soil for intermediates (UC 33) according to
the appropriate A Table of the TGD [17] at production.

Air Vapour pressure (Pa) Main category?®
la 1b lc
<1 0 0 0
1-10 0 0 0.00001
10-100 0 0.00001 0.0001
) 100 — 1000 0.00001 0.0001 0.001
1000 — 10.000 0.0001 0.001 0.01
=10.000 0.001 0.01 0.025
‘Wastewater Process Production
volume
(tonnes/y)
WetP <1000 0.02
>1000 0.007
Dry*© 0
Soil - -
0.0001

2 Main category la concerns non-isolated intermediates, main category 1b concerns isolated intermediates stored on-site, and

main category lc concerns intermediates stored off-site.

b Wet means a “wet process”, where water is used either during reaction, work up or vessel cleaning.

¢ Dry means a “dry process’, where water is used in none of the stages.



Data availability and generation

wastewater is 0.003. Number of emission days: despite
the fact that the question does not make clear that we are
dealing with an HPVC, the default of 7000 tonnes implies
that we need to consider the intermediate as an HPVC
anyway. This means that Table 2.14 has to be used. The
tonnage of 15,000 then results in a fraction of the main
source of 0.75 and 300 emission days.

Example 2. Photochemicals from photographic
materials at processing (industrial use)

Question: What is the emission to wastewater of a
substance that is used as a sensitizer in colour negative
films? The ESD for the photographic industry (IC 10)
should be used. For the calculation of the emission to

wastewater, expressed as kg/d (Elocal,, ), the following
equation is used:

Elocal ,pe,=C-W-S-(1-R) 2.2)
where

C = Content of the substance in photographic

material (kg/m?2)

W = Surface of photographic material processed per
day (m%d)

S = Fraction that dissolves from the emulsion layer
in the bath solution during processing (-)

R = Fraction removed or converted during processing

).

It should be noted that in, principle, the parameter S
represents the emission factor. The notifiers may supply
specific data for the values of the parameters, or the
defaults presented in Table 2.15 — 2.17 should be used.

Answer: as no content of the substance in the
photographic material is known the default value
for sensitizers in  Table 2.15 of 25 mg/m? is used,
which means that C = 2.5 - 107 kg/m?. The surface
of photographic material treated per day is also not
specified, so the default for colour film in Table 2.15
is used: W = 680 m?/d. As no data are known for the
fractions dissolved and removed or converted during
processing either, the defaults in Table 2.17 are used: S
= I and R = 0. The emission to wastewater is calculated
according to equation 2.2: Elocal, .= 2.5 - 107 x 680
x1x(1-0)=0.017 kg/d.

Table 2.13. Estimates for the fraction of the main source and the number of days for emission of intermediates being LPVCs.

Production volume

fraction of the main source

number of emission days

T (tonnes/yr) (fms) (nds)

<10 1 fms - T
10-50 0.9 fms - T

50 - 100 0.8 0.6667 fms - T
100 — 1000 0.75 0.4 fms-T
1000 — 2500 0.6 0.2 fms - T
>2500 0.6 300

Table 2.14. Estimates for the fraction of the main source and the number of days for emission of intermediates
being HPVCs (default > 7000).

Production volume

fraction of the main source

number of emission days

T (tonnes/yr) (fms) (nds)
<10 000 1 300
10 000 - 50 000 0.75 300
50 000 — 250 000 0.6 300
=250 000 0.5 300
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Table 2.15. Defaults for the parameter C “content of the substance in photographic material” for the emission scenario

for substances (Photochemicals, UC 42) used in photographic materials at the life cycle stage of industrial use.
Data obtained from the ESD in the TGD [17].

Type of substance

Content (mg/m?) in paper

Content (mg/m?) in film

Sensitizers

Stabilizers (UC 49) 5
Fungicides (UC 39) 30
Silver (as Ag) 500
Halides (CI, Br, I) 300
Split of products:

- masking compounds in colour negative films 40
- remaining groups of colour couplers 80
- stabilizers (UC 49) 0
Wetting agents (UC 50) 10
Filter dyestufts (IC 10) 50

25

100
150
12,000
7000

80
800
80
300
250

Table 2.16. Defaults for the parameter W “Surface of
photographic material processed per day” for the emission
scenario for substances (Photochemicals, UC 42) used in
photographic materials at the life cycle stage of industrial use.
Data obtained from the ESD in the TGD [17].

Photographic process W (m?d)
C41 Colour negative film 680
RA-4 Colour paper 4950
E-6 Colour reversal film 120
R-3 Colour reversal paper 350
BW-N Black and white negative 40
BW-N Black and white positive 270
BW-X X-Ray 110
BW-R Black and white 80
ECN-2 Cine and Television film negative 35
ECP-2 Cine and Television film positive 350
VNF-1 Cine and Television film reversal 35

Example 3. Use of disinfectants for sanitary purposes
in hospitals

Question: what is the emission to wastewater of an
active substance in a biocidal product used in hospitals
for sanitary purposes and to disinfect brushes, when
the concentration for sanitary purposes is 3500 mg/L
and 5000 mg/L for the disinfection of brushes? The
emission scenario for this application is covered in the
ESD for biocidal product type 2 “Private and public

health disinfectants and other biocidal products” of
the TGD. All types of biocides have UC 39 “biocides,
non-agricultural”. This ESD presents two emission
scenarios, one based on the tonnage and one based on the
consumption. For the emission scenario based on tonnage
the equation below is used to calculate the releases to
wastewater discharged to an STP:

see next page 2.3)

where

TONNAGEreg = Relevant tonnage in the region for
this application (tonnes/yr)

F, hospital = Fraction for the hospital (connected
to STP) (-)

Foer = Emission factor for wastewater (-)

Temission = Number of emission days (d/y).

The defaults for the emission scenario parameters are
presented in Table 2.18. It should be noted that according
to the ESD the regional tonnage is derived from the EU
tonnage by applying a multiplication factor for the region,
with 0.1 as a default. As the tonnage is input provided by
the producer, importer, etc., there is no default value for
1t.

The emission scenario based on consumption makes
a distinction between the use of disinfectants for
sanitary purposes (floors, furniture, objects) and for the
disinfection of brushes. In this emission scenario the



Data availability and generation

Table 2.17. Defaults for the parameters S “fraction dissolved
during processing from emulsion layer in the bath solution”
(emission factor) and R “fraction removed or converted
during processing” for the emission scenario for substances
(Photochemicals, UC 42) used in photographic materials at
the life cycle stage of industrial use. Data obtained from the
ESD in the TGD [17].

Parameter Unit Default
S - 1
R - 0

equation below is used to calculate of the emission to
wastewater discharged to an STP:

see below 2.4

where

= Amount of water with active substance
for sanitary purposes (L/d)

meﬂ_Obj = Amoppt of Yvater with active substance

for disinfection of brushes (L/d)

Qwater_san

Con = Concentration at which active substance
is used for sanitary purposes (kg/L)

Con = Concentration at which active substance
is used for the disinfection of brushes
(kg/L)

Fsan . = Emission factor for wastewater for
sanitary purposes (-)

Fobj ... = Emission factor for wastewater for

disinfection of brushes (-)

The defaults for the emission scenario parameters are
given in Table 2.19. It should be noted that there are
no defaults for the concentrations at which the active
substance should be used. This concentration follows
from the prescribed use of the disinfectant by the
company bringing the product on the market.

In the ESD the subscript 3 in the symbols for several
parameters refers to the life cycle stage processing which

was used at the time of development. In the latest version
of the TGD life cycle stage 3 “processing” has been
split into industrial use, professional use and private use.
So, it would be better to take ‘professional use’ for this
application.

Answer: As tonnage is not known the scenario is based on
the consumption defaults as presented in Table 2.19 for
the amounts of water with active substances for sanitary
purposes and the emission factors for wastewater for
sanitary purposes and the disinfection of brushes. With
the concentrations given (conversion from mg/L to kg/
L) the emission to wastewater can be calculated using
equation 2.4: Elocal . = 25 x 3500 - 106x0.55+25x
5000 - 106 x 0.95 = 0.167 kg/L.

2.5 DEVELOPMENT OF EMISSION
ESTIMATION AND RISK ASSESSMENT
TOOLS

In the early 1980s several countries began to develop
assessment systems for substances based on the PEC/
NEC approach [26-29]. Generally, emission estimates
have to be made in order to establish a PEC. Because
of the lack of data on many substances, the only way to
achieve this is through considering known emissions of
existing substances used for the same purposes and in the
same processes. In several countries use category studies
were carried out for several substance applications to
supply the necessary information. Some use category
documents (UCDs) that were developed covered textile
dyes [18,30], photochemicals [19,31], metalworking
fluids and hydraulic fluids [20], paper chemicals [21,
32], intermediates [33], paint production [34], and plastic
additives [35]. On the basis of these use category results,
emission scenarios can be made with emission estimates
for the relevant stages of the life cycle covered in the
document. Total emission data alone are not sufficient for
arisk assessment, as explained in Section 2.3.4. Location
and time must be included. In the case of textile dyes,
for instance, the estimates for the dyeing process itself
could be based on the known capacities of dye houses.
If such parameters are not known for the country or
region being studied, general assumptions have to be

TONNAGEreg - 10° - Fhospital - F

water

Elocal =
water Temission

Elocal 0. = O Coan - Fsangor + O

water_san water_obj

' Cobj - Fobjyager

2.3)

(2.4)
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Table 2.18. Emission scenario with defaults to calculate the release of disinfectants used for sanitary purposes in hospitals,

based on the tonnage applied.

Variable/parameter Symbol Unit Default
Relevant tonnage in the region for this application TONNAGEreg tonnes/yr

Fraction for the hospital (STP) Fhospilal - 0.007
Emission factor for wastewater F,ater - 0.75
Number of emission days Temission d/yr 260

Table 2.19. Emission scenario with defaults to calculate the release of disinfectants used for sanitary purposes in hospitals

based on the consumption.

Variable/parameter Symbol Unit Default
Amount of water with active substance for sanitary purposes Quater san L/d 25
Amount of water with active substance for disinfection of brushes Qwater:obj L/d 25
Concentration at which active substance is used for sanitary purposes Con kg/LL

Concentration at which active substance is used for the disinfection of brushes Con kg/L

Emission factor for wastewater for sanitary purposes Fsan, .. - 0.55
Emission factor for wastewater for the disinfection of brushes Fobj e - 0.95

made for the number of point sources, the maximum
fraction of the main source, and the number of days in
production use (by expert judgement). So, gradually
ESDs were developed instead of UCDs. Most of the
early ESDs do not cover the time aspect and often only
one environmental compartment is considered.

During the development of the TGD the importance
of emission estimation for the existing substances became
evident and the A and B Tables, which were initially
intended for LPVCs, were extended to cover HPVCs as
well. In the Netherlands, emission scenarios for pesticides
were already available in 1992 [36]. Between 1993
and 1996 the first emission scenarios for biocides were
developed [37-39]. More work covering various biocide
applications was later carried out in various countries.
Examples include the Finnish calculation models for
wood preservatives for wood in service and for slimicides
in the paper industry and the Danish guidelines for
assessing the environmental risks associated with
industrial wood preservatives. For wood preservatives the
OECD started projects to produce ESDs for all aspects
of wood preservation [40—43] and for antifouling agents
[44, 45]. The European Union Biocides Environmental
Emission Scenarios (EUBEES) working group developed
environmental emission scenarios for biocides. At

present, the work on the development of ESDs for new
and existing substances and biocides is being harmonised
by different task forces of the OECD.

As indicated above, in the 1980s risk assessment
techniques began to be developed in various places.
Examples in the Netherlands include a system for the
evaluation of new substances [46], followed by a system
for setting priorities for existing substances [47]. In 1994,
the first version of the uniform system for the evaluation
of substances (USES) was launched [48]. USES was
developed with the aim of integrating existing assessment
systems in the Netherlands. It also incorporated the
emission scenarios for pesticides and biocides from
the evaluation systems for pesticides [36, 37]. As more
emission scenarios from ESDs became available, these
scenarios were introduced in newer versions (USES
versions 2 and 3). USES was developed for use on
personal computers and also contained the A and B
Tables of the TGD. Further to modification (modules for
pesticides and biocides were left out, for example) the
European Union system for the evaluation of substances
(EUSES) was developed [49]. It was published in 1996.
In 2004, EUSES 2.0 was launched [50]. This version was
based on the new TGD [17]. It also comprises the ESDs
for new and existing substances and for biocides. As
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such, EUSES can be seen as a useful decision-support
tool. It provides a platform for assessing the risks of
chemicals according to the TGD. In the next decade
further work will be needed to implement the REACH
legislation [51]. This will be the subject of Section 2.6.

2.6 EMISSION ESTIMATION AND REACH

The emission estimation methods described in the
previous sections were developed, at least in part, in
response to regulations requiring the risk assessment of
chemical substances in the EU, i.e., Council Regulation
(EEC) 793/93 (Existing Substances Regulation), the
7th Amendment to Directive 67/548/EEC (Directive
92/32/EEC for the risk assessment of new substances),
and Directive 98/6/EC (the Biocidal Products Directive).
The evaluation of this legislation prompted the EU to
develop a new regulatory framework for chemicals, i.e.
Registration, Evaluation, Authorisation and Restriction of
Chemicals or REACH [51]. REACH is explained in more
detail in Chapter 12. In this section we will describe the
development of exposure scenarios under REACH and
the challenges ahead.
2.6.1 Development of exposure scenarios
REACH [51] has modified the approach to the estimation
of emissions and more specifically the development
of exposure scenarios (ESs). What is described in this
section goes beyond emission estimation as discussed in
the earlier sections of this chapter. It also includes aspects
related to worker and consumer exposure, in addition to
environmental emissions which are the main focus of the
rest of this chapter. Exposure scenarios under REACH
provide an integrated approach to controlling risks,
as shown in Box 2.2, and form an integral part of the
chemical safety assessment (CSA) and chemical safety
report (CSR). The elements in the ES/CSA process
under REACH are presented in Figure 2.9.

The importance of exposure scenarios and how they
are applied differently under REACH can be explained
by five questions: when, who, why, what and how?

When?

Under REACH the development of exposure assessments,
including the generation of ESs and exposure estimation,
is required for those who have to register under REACH
and who manufacture or import classified chemicals in
quantities of 10 tonnes or more per year. In this case
classified means that the substance meets the criteria to
be classified as dangerous under Directive 67/548/EEC

Box 2.2 Definition of exposure scenario

Exposure scenario means the set of conditions, including
operational conditions and risk management measures,
that describe how the substance is manufactured or
used during its life-cycle and how the manufacturer or
importer controls, or recommends downstream users

to control, exposures of humans and the environment.
These exposure scenarios may cover one specific
process or use or several processes or uses as
appropriate.

or is assessed to be a persistent, bioaccumulative and
toxic (PBT) or a very persistent and very bioaccumulative
(vPvB) chemical (REACH Article 14; see also Chapter
12).

Who?

With regard to “who?” it is important to note that
REACH differs from previous regulatory systems in
that the risk assessments, including the development of
exposure scenarios, are carried out by the manufacturer/
importer and/or users of the substances, rather than by
the regulatory authorities. This is also known as “reversal
of the burden of proof”. To start with the manufacturer
or importer of the chemical substance has to develop the
ESs needed for controlling risks throughout the life cycle
(as part of the CSR which forms part of the registration
dossier). As can be seen in Figure 2.9, these also have to
be “translated” into a language which can be understood
by the downstream users of the substances and attached
to the safety data sheets (SDSs) communicated
downstream. The downstream user (DU) in turn has to
check whether his use is covered by an ES and ensure
that he is using the substance in a way which is at least
as well controlled as set out in the ES. If his use is not
covered by the ES he can notify his supplier of his use,
who in turn can prepare an ES covering the need of the
DU (he can also choose not to support that DU). The DU
can also decide not to inform his supplier of the use, but
in that event he assumes responsibility for assessing that
use and developing an appropriate ES.

Why?

The question “why?” can be answered easily. The
assessment is required to demonstrate that the substance
can be used safely, and to describe how this can be
achieved. The key part of this new policy is implemented
in the definition of exposure scenario as given in Box 2.2.
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Figure 2.9. Elements of the exposure estimation, exposure scenario (ES) development and chemical safety assessment (CSA)
process under REACH [51,52]. RQ = risk quotient, RMM = risk management measure.

What? the focus of the ES and subsequent exposure and risk
The question “what?” is related to the definition as  assessment (called safety assessment under REACH) is
given above. It is about “risk management first”.  on risk management. Exposure scenarios under REACH
Evidence needs to be provided by manufacturers and/or  have a dual role. One role is to provide the basis for
importers showing how risks throughout the life cycle  exposure estimation (in preparing the CSA). They
of the chemical can be adequately controlled. As such, enable a quantitative release and exposure estimation
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Box 2.3 Exposure scenarios under REACH

An exposure scenario (ES) sets out for a given use
how the substance can be used in a way that risks are
adequately controlled, by describing the conditions for
use:

* Process descriptions (incl. quantity used)

* Operational conditions (incl. frequency and duration
of specified operations)

¢ Risk management measures (process and emission
control, personal protective equipment, good hygiene,
etc.)

¢ Other information relevant to the safe use of the
chemical

Exposure Scenarios are developed as part of the

Chemical Safety Assessment (CSA)

by describing the determinants of exposure, i.e. the
parameters that affect the exposure level. Their other
role is to be a communication tool to the user, showing
how to use the chemical in such a way that risks are
controlled. They will become part of the SDSs. The sets
of conditions or determinants of exposure, also called the
drivers of exposure, need to be known and changed, if
necessary, if iterations in the risk assessment show that
risks are not adequately controlled.

How?

The remainder of this section is devoted to the question
“how?” A short overview is provided in Box 2.3. It is
important to note that exposure scenarios as defined
in Box 2.2 are a completely new concept. Experience
with the implementation of this concept will need to be
gained over the next few years. Data, methodology and
communication tools are still in development at this
stage. Only preliminary guidance is currently available
[53], but as the concept of ES and its implementation in
the context of REACH is crucial, we will try to describe
it in some detail.

Six steps to developing an exposure scenario

The proposed procedure for the development of an
exposure scenario can be described in six consecutive
steps as shown below in Table 2.20. It is important to
determine what risk management measures (RMMs)
are already in place. RMMs form an integral part of
the overall process of developing ESs for identified

Table 2.20. Six steps to develop an exposure scenario

under REACH.
Step 1 Identification of uses and use processes
Step 2 Description of manufacturing or use process
Step 3 Development of a “tentative” ES
Step 4 Exposure estimation and risk characterisation
Step 5 Defining the “final” ES
Step 6 Developing the annex to the SDS

uses of a substance on its own or in a preparation. An
ES is a description of a control strategy for substances,
giving realistic operational conditions for manufacture
of a substance or identified (downstream) use(s) of a
substance, a group of substances or a preparation. It
prescribes appropriate RMMs that should be in place
during the manufacture or use of a substance, including
a manufacturer’s own use, downstream uses, the service
life of articles and the waste phase, under a given set of
operational conditions (Figure 2.2). The ES is intended
for risk management at the various life cycle stages
to ensure safe handling and adequate control of risks
related to human health (workers and consumers) and the
environment [51-53]. In this section a number of general
principles for the development of exposure scenarios
are described including a description of work processes
that may be conducted to identify uses and to assess the
exposure of and risks to workers, consumers and the
environment. Key terminology related to the development
of ESs under REACH is given in Table 2.21.

Step 1: Identification of uses and use processes
According to REACH [51], exposure scenarios should
be developed for the manufacturing processes, for
identified uses and for life cycle steps resulting from
the identified uses of the substance on its own or in a
preparation. The manufacturer or importer needs to build
up a picture of the life cycle of the substance which they
produce or import. While a manufacturer or importer
registering a chemical will have information on his own
manufacturing process(es) and use(s) of the chemical,
information on uses further down the chemical supply
chain may be more sparse. It is expected that significant
information exchange will be needed with downstream
users, particularly in the case of extended supply chains
or where substances are included in preparations with
many uses.

REACH provides any downstream user with the
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Table 2.21.

Key terminology related to the development of exposure scenarios under REACH [51].

Exposure scenario

Use and exposure category

Use

Manufacturer
Downstream user
Supplier of a substance
or a preparation
Recipient of a substance
or a preparation
Importer

Registrant

Distributor

Substance

Preparation
Article

Intermediate

the set of conditions, including operational conditions and risk management measures, that describe
how the substance is manufactured or used during its life cycle and how the manufacturer or importer
controls, or recommends downstream users to control exposures of humans and the environment.
These exposure scenarios may cover one specific process or use or several processes or uses as
appropriate.

an exposure scenario covering a wide range of processes or uses, where the processes or uses are
communicated, as a minimum, in terms of the brief general description of use.

any processing, formulation, consumption, storage, keeping, treatment, filling into containers,
transfer from one container to another, mixing, production of an article or any other utilisation.

any natural or legal person established within the Community who manufactures a substance within
the Community.

any natural or legal person established within the Community, other than the manufacturer or the
importer, who uses a substance, either on its own or in a preparation, in the course of his industrial or
professional activities. A distributor or a consumer is not a downstream user.

any manufacturer, importer, downstream user or distributor placing on the market a substance, on its
own or in a preparation, or a preparation.

a downstream user or a distributor being supplied with a substance or a preparation.

any natural or legal person established within the Community who is responsible for import.

the manufacturer or the importer or the producer or importer of an article submitting a registration
for a substance.

any natural or legal person established within the Community, including a retailer, who only stores
and places on the market a substance, on its own or in a preparation, for third parties.

a chemical element and its compounds in the natural state or obtained by any manufacturing process,
including any additive necessary to preserve its stability and any impurity deriving from the process
used, but excluding any solvent which may be separated without affecting the stability of the
substance or changing its composition.

a mixture or solution composed of two or more substances.

an object which during production is given a special shape, surface or design which determines its
function to a greater degree than does its chemical composition.

a substance that is manufactured for and consumed in or used for chemical processing in order to be
transformed into another substance.

possibility to make a use known to his supplier for the
purpose of making his use an “identified use” for which
an ES should be developed to the extent that the supplier
accepts and supports this use. Although a manufacturer
or importer is not obliged to be pro-active in seeking
information on uses of his chemicals, it will be beneficial
for the manufacturer or importer to do so. This will allow
him to develop the CSA covering all identified uses.
Thus, already early in the process of developing the
CSA, the manufacturer or importer should identify the
uses of his chemical and obtain sufficient information for
developing an ES, e.g. by approaching his customers.
The information required should be adequate and

sufficient to develop the “tentative” or provisional ES
(see step 4; Table 2.20), i.e. it should include general
information on a particular use that facilitates eventual
grouping of information from various downstream users,
more specific information on the use processes including
relevant exposure determinants, and information on
RMMs already in place and their possible efficiency, if
available. A step-by-step strategy for identifying uses
of chemicals and more specific details of use processes
may be followed: (1) use in-house information to define
identified uses, (2) use publicly available information,
and (3) communicate with downstream users. Preliminary
guidance is provided for this [53].
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Step 2: Description of manufacturing or use process
This description of the processes forms the basis for
developing a “tentative” or provisional ES (see step 3).
This process description should be centred on typical
operational conditions and typical risk management
measures already implemented, based on the assumption
that these are sufficient for ensuring adequate control
of risks. A general identification of emission pathways
at the different life-cycle steps needs to be considered
in the description of the processes, i.e., manufacturing,
formulation, industrial use, professional use, consumer
use, service-life (the use of an article containing the
substance, generally for over more than a year, resulting
in the emission of the substance) and the waste phase
(Figure 2.2).

In the description of the manufacturing process or
identified use, a number of individual activities may be
identified. The possible contribution of each of these
activities to the overall exposure should be considered.
To make sure that the ES covers relevant exposures,
the manufacturing or use process(es) should be
analysed using a list of main determinants for exposure.
Determinants of exposure are needed to describe in more
detail how these processes and activities lead to exposure
and how this exposure is quantified.

Some determinants of exposure will form part of
the ES process characteristics, operational conditions,
quantities used, risk management measures within the
control of the manufacturer or downstream user. Other
determinants are external to the ES. These may relate
to the substance, for example, its physicochemical
properties, or biodegradation. Other determinants relate
to the surroundings, for example, the properties of the
receiving environment (for workers, consumers and the
environment, as appropriate), risk management measures
under the control of others (e.g. municipal waste water
treatment), exposure factors such as inhalation rates,
market penetration and others. The list of determinants
acts as a link between the ES and the exposure estimate
which is the quantitative part of the CSA.

The process descriptions should include the
registrant’s own manufacture and use, for which
sufficient information will normally be available for a
thorough description of the operational conditions and
a subsequent assessment of exposure and risks. For
downstream industrial uses there may be wide variations
in the amount of information available to a registrant.
Consumer uses of substances (mainly as ingredients
of preparations and articles) will be largely similar for
comparable types of products. Some information may be
found in publicly available surveys on consumer use of

various types of chemicals, including the duration of each
use and the frequency of use (how often, how much),
which may form the basis for the development of ESs.

The further a chemical travels down the supply chain,
the more likely exposure to it will occur as a preparation
(and, as a consequence, heterogeneous exposure). Whilst
the primary manufacturer of the chemical (and REACH
registrant) may have a notion of the circumstances of use,
they are most unlikely to be privileged to information on
proprietary preparations that is necessary to describe
subsequent exposures and risks. This “differentiation of
knowledge” within the supply chain must be accounted
for within REACH information flows if risks are to be
managed to equivalent levels throughout the chain.

The product use categories approach, categorising
products in relation to their uses (e.g. paints, cleaners,
lubricants, adhesives, detergents, etc.) can provide
enough information to allow rough estimates of exposure
to be made. It should be noted, however, that such
categories can only be used as ESs if they meet the
basic requirements of providing a basis for exposure
estimation and the user with sufficient information about
what he should do in order to use the chemical safely.
The categories may be related to basic use information,
for example, the frequency and duration of contact, and
the amount of the substance used [53].

Step 3: Development of a “tentative” ES

A “tentative” or provisional ES is developed for the
process for which an exposure estimate and a risk
characterization are required. The purpose of the
“tentative” ES is to assess whether risks are adequately
controlled. Typical characteristics which may be included
in an ES are given in Table 2.22.

For the development of a “tentative” exposure scenario
for a process, determinants of importance for defining
the process and the subsequent exposure assessment
should be extracted from the process description. This
also applies to the assumptions about which activities
are conducted and which risk management measures
(including their efficiency) are in place. The description
will normally be relatively simple. Taken together with
the process description, the “tentative” ES will allow a
subsequent assessment of exposure and risks through the
risk assessment process by using suitable risk assessment
tools. The “tentative” ES could either be developed by
the manufacturer or importer or by the downstream
user. Another option is to use or modify an ES already
developed for a similar process [53].

The “tentative” ES should contain the main
determinants of exposure, but the level of detail depends
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Table 2.22. Typical characteristics of an exposure scenario [53].

ES characteristics

Examples of parameters (not exhaustive)

Remarks

Life cycle of substance or product to
which the ES refers

waste phase
Process characteristics
Operational conditions Type of activity/use
Duration of activity/use
Frequency of activity/use
Temperature, pH, etc.

Manufacture or import, synthesis,
compounding, formulation, use, service life,

Industrial category, use category

Identify relevant exposures for all target
groups, supports selection of suitable broad
ES

Manufacture or use activity

Determines type of exposure (short term vs.
long term) and choice of PNEC or DNEL

Containment of process [open/closed]

Preparation characteristics
Migration rate

Used quantity Use rate [tonnes/year]

Weight fraction of substance

Determines exposure of humans and
environment for preparations or products
Determines the exposure potential per time

Amount handled [kg/day, etc]

Risk Management Measures Local exhaust ventilation

(within control)

On-site waste (water) treatment

RMMs as part of process or under direct
control by DU

Personal Protective Equipment

on the available data. In some cases, only minimal
exposure information may be available while in other
cases, an extensive data set on exposure conditions may
exist. The tentative ES can be used to explore whether
the available data is sufficient to reach a conclusion on
the adequate control of risks, or whether further detailing
is necessary. The minimum level of detail in a “tentative”
ES is logically linked to the Tier-1 exposure model data
requirements (see Chapters 4 and 5).

Although the ES will form part of the registration of
a substance, its initial development will be largely driven
by the process of manufacture or use and the specific
operational conditions and RMMs that apply to the
process, rather than by the substance and its properties.
Many processes used for the manufacture (synthesis) of
substances or the formulation of preparations are more
or less standardized and the same set of RMMs are used;
hence the tentative ES developed may apply to more than
one substance. The same applies to the industrial use of
substances as auxiliary chemicals in industrial processes.
Often ESs for such processes will be relatively broad and
applicable to a range of specific activities or uses where
only generally applicable RMMs are needed. In general
there are three different types of RMMs:
1. Process or product integrated measures (for example,

substances marketed in matrices, or contained

processing) which result in reduced emissions to

the immediate receiving environment (internal or
external);

2. Process or product external measures under the
control of the user of the substance (for example,
good housekeeping, on-site pollution abatement,
PPE) which mitigate exposure or release;

3. Measures outside the direct control of the user (for
example, public sewage treatment plant).

Step 4: Exposure estimation and risk
characterisation

The information in the “tentative” ES will be fed into the
risk estimation tool. In order to complete the initial or
preliminary risk assessment the following information
is needed: ES information, substance information and
the characteristics of the surroundings. The resulting
exposure levels are compared with available effect
levels to determine whether the risks are adequately
controlled (see Chapters 4 and 5 for further details
on exposure assessment, Chapters 6 and 7 for the
determination of (no) effect levels and Chapter 12 for a
general introduction on REACH). The preliminary risk
assessment is carried out for all relevant target groups
and compartments. In cases where adequate control of
risks for all exposed groups or compartments cannot be
demonstrated based on the “tentative” ES, iterations are
needed on one (or more) of the ES (process, including
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operational conditions and RMMs), the exposure
modelling, or the hazard data. For individual uses,
RMMs that have been developed specifically for such
cases may be applicable, or special use instructions may
be introduced. Thus, isolating specific activities from
a broad array of processes offers an option for solving
specific problems efficiently. If adequate control of risk
during manufacture and use can be demonstrated with
the tentative ES, the tentative ES will become the final
ES for the substance(s) and process(as) considered.

Step 5: Defining the “final” ES

When adequate control of risks has been demonstrated,
the operational conditions and the required RMMs are
brought together in the “final” ES for the process of
manufacture or use of the substance. Note, however, that
when substances are formulated into preparations, the
same ES, including operational conditions and RMMs,
will, of course, need to apply to all of the individual
substances in this preparation. A broad ES may be
applicable for a range of substances falling within the
boundaries of the ES in relation to substance properties,
for example.

The procedure described for developing a suitable
ES for a process or activity as part of the CSA for a
substance is considered an efficient way forward in cases
where there is no ES. However, it is assumed that over
time, as more and more ESs are developed, such ESs
may be standardized and collated into a library, which
should be made available to subsequent registrants. A
classification system may be useful for labelling ESs in
a way which allows subsequent registrants to identify
whether an ES already available fits their process. This
is seen as a beneficial option in relation to the sequential
registration proposed under REACH, where the high
production volume chemicals will be registered first.

Step 6: Developing the annex to the SDS

The “final” ES or a summary consisting of relevant
extracts of the “final” ES will be supplied to downstream
users as an annex to the safety data sheet. A structured
format for the ES should be used with standard headings
to facilitate a proper communication to the downstream
users. When more than one ES has been developed
for a substance (e.g. due to different uses requiring
significantly different RMMs), separate annexes are
required. If the supplier of a chemical is aware of his
customer’s intended use, he may then provide the
safety data sheet and the specific annex with the ES
for this use. Alternatively, the safety data sheet and all
available annexes to ESs for all the identified uses may

be provided. The information given in the annex must be
sufficient to be able to identify precisely the use process
and RMMs required under the specified operational
conditions.

2.6.2  Challenges ahead

In order to implement the ES concept, new or revised
approaches are needed. Estimates of the release of
chemicals from processes are still required, like those
included in the ESDs or A Tables. However, such
estimates need to be accompanied by information on
the risk management measures in place which result in
the estimate. Note that the emission factors themselves
do not form part of the exposure scenario; rather it is
the measures described in the scenario leading to the
emission estimates which are used in the calculation of
exposure in the accompanying exposure assessment.

The ideal form of emission factor would be one
which included only the emission reduction measures
which are integral to a process through, for example,
the design of the equipment. This provides a baseline
for the emissions and would allow further external risk
management measures to be added in a modular fashion,
should these be necessary to demonstrate safe use.

It has not been common practice to date to describe
risk management measures explicitly in relation to
emission factors. The factors in the A Tables were based
on a degree of experience, and so incorporate the effects
of measures which could be expected to be seen in most
or all cases. However, these are not explicitly described
in relation to the factors.

The same is true for emission factors in most ESDs.
There are one or two exceptions. The ESD on plastics
additives [54] presents emission factors based on the
presence of abatement equipment for air emissions.
Such equipment was assumed to be present in a certain
percentage of companies at the time of producing
the document, and to be present at all larger sites. A
lower tonnage cut-off was suggested, below which the
presence of such equipment should not be assumed and
the emission factors should be increased. The revised
OECD guidance for producing ESDs [22] includes the
identification of risk management measures in place,
related to the emission factors as an important component
of new documents.

There is a need to develop a new library or database
of emission factors for use in developing emission
scenarios. These should be related as far as possible to
specific types of equipment and their intrinsic emission
control measures. These can then be combined with
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factors for the effectiveness of risk management measures
to give the resulting emissions.

It is likely that ESDs and the A Tables will be
useful at least in the initial development of scenarios
for REACH. A wider group of actors have obligations
to meet under REACH than under previous legislation.
They will need a tool to help them find appropriate
sources of information to support the development of
exposure scenarios and the selection of emission factors.
The Matrix project [55] is developing such a tool. This
tool uses a series of identifiers to locate the correct
emission module/factors. The identifiers may depend
on the particular life cycle stage under consideration.
Examples of identifiers include industrial category, use
or function of the substance, method of application, etc.
The identifiers are provided by the user in a sequence
which guides them to the appropriate information.

This work has shown that the current system of
identifiers, comprising the main industry and use
categories, has limitations when used in this type of
approach. These categories do not always provide
sufficient detail on the actual use of the substance and are
sometimes rather broad. They also do not include branches
of industry using chemicals which have developed
significantly over recent years, for example, the semi-
conductor industry. Thus alongside the need to develop
further emission scenario documents to cover the range of
chemical uses, there is also a need for a better classification
or identification system to facilitate the proper description
of these uses. Such a system will also help in categorizing
emission scenarios as they are developed, and hence in
locating suitable ESs to use in developing registrations.

The Matrix project has also begun to analyse existing
information sources, such as the OECD ESDs, to present
the information in a form suitable for the searching tool
above [56]. This involves dividing them into emission
estimation modules (EEMs), each of which refers to
a specific emission situation — one life cycle step and
one emission pathway (to one receiving compartment).
These EEMs form the content of the matrix. In addition,
tools (software and manuals) are being developed to
support the development of branch-specific Exposure
Scenarios and emission estimates as part of the chemical
safety assessment. A pilot study on additives in the
plastics industry has been carried out [57]. This provides
a basis for initial estimates of emissions from basic
physicochemical information and tonnage for relevant
areas of the life cycle, which could be equivalent to
the “tentative” ES. If needed, further levels of iteration
can be included in which more detailed or specific
information (such as the specific type or purpose of

the additive, specific emission factors, efficiency of
emission reduction measures, etc.) can be incorporated to
refine the emission estimation. The tools can be used by
manufacturers, importers, and downstream users.
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Figure 3.1. Intramedia and intermedia transport processes. 1, 5,
8: advective and dispersive intramedia transport, 2, 3, 4, 6, 7:
advective and dispersive intermedia transport.

media: air, water and groundwater; intermedia exchange
takes place between all media, but is most important for
transport of chemicals to the stationary media: sediment
and soil (Figures 3.1 and 3.2).

Intramedia transport takes place through the
mechanisms of advection and dispersion. Advection
causes a chemical to travel from one place to another as
a result of the flow of the medium in which it occurs;
locally emitted packages or “puffs” of a chemical are
carried as far as the wind or water current can take it
during the residence time in that medium. Dispersion
mechanisms (molecular diffusion, eddy diffusion) make
the chemical move down concentration gradients until the
concentration gradients disappear. The residence time of
the chemical in the medium is an important factor since
besides intramedia transport other removal processes
occur at the same time. If, for example, a chemical is
emitted into air and its degradation in air is rapid, the
effective residence time of the chemical in air is short.
Consequently, there is little time for the advective and
dispersive processes to take place. In one medium,
advection and dispersion always operate together. If a
chemical is emitted continuously into air or water, the
combined operation of advection and dispersion results
in the formation of a plume. At short distances from
emission sources, concentrations are usually affected
most by intramedia transport. The result is observed as
dilution.

Intermedia transport (air-water, water-sediment, etc.)
also takes place by advective and dispersive mechanisms.
Advective intermedia transport takes place if a chemical
is transported from one environmental compartment to
another by a physical carrier. Examples are deposition of

Wind
— \A/A Eddy diffusion

Atmospheric

\[ deposition

Figure 3.2. After release into air, a chemical is carried
downwind and diluted (intramedia transport); atmospheric
deposition carries the chemical from air to water and soil
(intermedia transport).

fog, raindrops and aerosol particles from air to water or
soil, sedimentation and resuspension of particulate matter
across the watersediment interface, and percolation of
water through soil. Advective transport is a one-way
phenomenon: the chemical is carried by the medium in
which it resides in the direction in which the medium
flows. Intermedia dispersion, like intramedia dispersion,
is diffusive in nature and follows concentration gradients.
Examples are volatilization and gas absorption (air-water
and air-soil), the direction depending on the concentration
difference between the media, and diffusive exchange of
chemicals between sediment and water. The driving force
of intermedia transport is the tendency of chemicals to
seek equilibrium between different phases.

3.2.2 Equilibrium partitioning between phases

In systems that consist of more than one phase, chemicals
tend to migrate from one phase to another if the phases
are not in equilibrium. The third law of thermodynamics
states that systems spontaneously seek a minimum value
for the Gibbs free energy, G. As a result, migration in
multi-phase systems continues until this minimum has
been reached. At this point of minimum G the system
has reached a state of equilibrium. Equilibrium has
traditionally been characterized as the point where the
chemical potential, p (the change in Gibbs free energy
of a phase with a change in the amount of chemical),
has the same value in the different phases. An alternative
way of stating the same is to say that at equilibrium the
phases have the same fugacity. This way of expressing
the equilibrium condition has been promoted by Mackay
as a useful method of describing multi-compartmental
environmental systems. For an overview of this subject,
the reader is referred to the book Multimedia Models,
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Figure 3.3. Important compound properties showing

the equilibrium partitioning between two phases. From
Schwarzenbach [2]. With permission.

by this author [1]. Fugacity measures the tendency of
a chemical to escape from the phase it is in. Fugacity
is sometimes called “escape tendency” or ‘“escape
pressure”. Since fugacity is the change in Gibbs free
energy (J/mol or Pa - m3/mol) with concentration (mol/
m?) it is clear that the fugacity is expressed in units of
pressure (Pa). Often the term fugacity capacity (Pa - m3/
mol) is used [1] that provides a measure of the capacity
a medium has to store the chemical, or in other words,
is a measure of the ability of the medium to prevent the
chemical from escaping that medium.

For practical purposes, it is important to note that it
is often observed experimentally that the equilibrium
ratio of concentrations in two phases is constant if the
concentrations are sufficiently low. If the partition
coefficient (K ,) is known, the general Equation 3.1
can be used to derive the concentration in one phase
from the concentration in the other phase if both are at
equilibrium.

C,/ C,=constant = K,

3.1)

where
C, = concentration in phase 1 (mol/m?)
C, = concentration in phase 2 (mol/m?)
K, = partition coefficient

For two immiscible liquids this is known as the Nernst
distribution law and the constant concentration ratio
is called the Nernst constant. For air-water systems,
the equilibrium equation is known as Henry’s law. For
solids-water systems, the equilibrium constant is known
as the partition coefficient, Kp (common for aquatic
systems), or distribution constant, K; (more common
for terrestrial systems). This is shown in Figures
3.3, 3.4 and 3.5 and is also explained in Chapter 9.
Partition coefficients for many chemicals are available
from laboratory or field measurements. However, for
many chemicals experimental data are not available
and estimation methods must be used (Chapter 9). In
general, the applicability of these estimation methods is
limited to those classes of (organic) chemicals for which
empirical relationships have been derived. Extrapolation
beyond these limits may lead to errors of several orders
of magnitude. For metals, no generally applicable
estimation methods are known. This is because values of
Kp depend strongly on the composition of the solid and
aqueous phases among which the metal is distributed.
Especially pH is an important parameter in this respect,
and K_ values usually decrease proportionally with
decreasing pH.

Sediment-water, suspended matter-water and soil-
water equilibria

Equilibrium partitioning between water and solids is the
result of adsorption of the chemical onto the surface of
particles. For low concentrations of the chemical in water,
the equilibrium ratio is usually a constant, as in Equation

O,
\( '\“50'\\ Ogﬁooo
" 0g00

P W
Gaseous

Kair-water Tl

Figure 3.4. Gas exchange between the atmosphere and the
earth’s surface. From Schwarzenbach [2]. With permission.
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permission.

3.1. For higher concentrations, it is often observed
experimentally that the equilibrium ratio depends on the
concentration. In such cases, the equilibrium relationship
between the concentrations is given by a non-linear
sorption isotherm. Different mathematical expressions,
reflecting different theoretical approaches to the sorption
mechanisms, may be used to describe the non-linearity
of the sorption isotherm. The Freundlich-isotherm
equation is often used (without making assumptions
about the nature of the underlying mechanism) to fit
experimentally observed non-linear sorption (Figure
3.6). Commonly used estimation methods for partition
coefficients are based on the assumption that there is a
“hydrophobic sorption” mechanism. This mechanism is
generally modelled based on the organic carbon content
of the soil, sediment or suspended solids and the octanol-
water partition coefficient of the chemical, using simple
regression equations:

log Kp =log (K f,,)=alogK_ +b+logf  (3.2)

where
Kp = solids-water partition coefficient (L/kg)
K. = organic carbon referenced solids-water
partition coefficient (L/kg)
Soc = organic carbon content of the solid
(kg/kg)
K, = n-octanol-water partition coefficient

of the chemical.

Normalization to the organic carbon content of particulate
matter has become standard procedure in this field of
research. This procedure is based on the experimental
observation that the Kp of organic chemicals is often
proportional to the organic matter content of the solid
phase. It can be inferred from this that interaction with
organic matter plays a prominent role in sorption of
organic substances to sediment and soil. Instead of the
organic carbon content, f_ , the organic matter content,
Som» 18 sometimes used. Since the organic carbon
content of organic matter in different solids has similar
values, the ratio of f,  to f,_ is taken as a fixed value
(approximately 1.7) for most purposes. This estimation
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Figure 3.6. Sorption equilibrium between solids and water. From Schwarzenbach [2]. With permission.

method is valid only for non-ionic organic chemicals and
cannot be applied to:
e Acidic or basic chemicals that occur to some extent
in an ionic form.
* Anionic and cationic surfactants.
e  Metals.
Solids-water partition coefficients are expressed in
the dimension “unit volume of water per unit mass
of solid”. The commonly reported format is L/kg, as
experimentally observed solids-water concentration
ratios are conveniently expressed as, e.g., mol/kg or
mol/L. The physical meaning of this dimension can
be understood by reading it as “the volume of water
(in litres) which contains that amount of the chemical
which is equal to the amount present in one kg of solid
material”’. For many purposes, however, we are not
just interested in the concentration ratio, but also in the
distribution of the chemical over the phases. Obviously,
this distribution depends on both the partition coefficient
and the relative volumes of the phases. In surface water,
the solids-water ratio is much smaller than in sediment
and soil systems. As a result, the extent of partitioning
of a certain chemical into the particle phase of sediment
or soil is much greater than in surface water. Partitioning
is fully described by the intermedia equilibrium constant

and the mass-balance equation. In the case of a system
containing water and suspended matter, the mass balance
equation becomes:

Vo Cot=Vy Cy, + MC (3.3)
where
C, = concentration of the chemical in
the solid phase (mol/kg)
C, = concentration of the chemical
dissolved in the water phase (mol/L)
Ciot = total concentration of the chemical
in the aqueous system (mol/L)
Vi = volume of the aqueous system (L)
M, = mass of the solid in the aqueous

system (kg).

The fraction of the chemical dissolved in water is derived
by combining Equations 3.1 and 3.3:

FR Cw : (3.4)
WU Co T+ KMV, ’

More generally, in heterogeneous aqueous systems, the
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Figure 3.7. Fraction of a chemical in the water phase of a solid-water system as a function of the solid-water ratio (FR,;;) and the

partition coefficient (Kp).

fraction of the chemical present in the water phase can be FR, = volume fraction of the solid phase
calculated according to Equation 3.5: in the system
Kp = partition coefficient (L/kg)
FR RHO, = density of the solid phase (kg/L).
FRuater = 5p— FR.- K. RHO G- , ,
w s Bp s In Figure 3.7 the results of Equation 3.5 are plotted
where for different solids-water ratios and different partition
FR, .. = fraction of the chemical present in coefficients. It is evident that with an increasing solids-
the water phase of the heterogeneous water ratio and partition coefficient, the fraction of the
system chemical in the solid phase of the system also increases.
FR, = volume fraction of the water phase For a chemical with a Kp value of 10° L/kg, only some

in the system 10% would be associated with the particles (typically
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10 mg/L on a dry weight basis, FR, = small) in surface
water. In a typical soil system where FR, = FR = 40%,
only as little as 10 % of the same chemical would be
present in the water phase.

Air-water and air-soil equilibrium

Henry’s law constant can be derived from the ratio of the
vapour pressure (P,) and solubility of the pure compound
(Equation 3.6). This is only correct if vapour pressure
and solubility refer to the same state of the compound
(liquid or solid) and to the same temperature. The air-
water concentration ratio can be derived from Henry’s
law constant by reworking it into a “dimensionless”
partition coefficient (Equation 3.7). Dimensionless air-
soil concentration ratios can be obtained in the same way
(Equation 3.8 and Figure 3.4):

Air-aerosol equilibrium

Air-aerosol partition coefficients are usually not reported
in the literature. It is more common to report the fraction
of the chemical that occurs in association with the
aerosol phase. Often an inverse proportionality between
the fraction associated with aerosol and the chemical’s
P, is observed. The fraction associated with the aerosol
phase can be estimated according to Junge’s equation
(Equation 3.9) [3]:

cO

FR.. =— 3.9

airosol Pi +c0O
where

FR ool = fr.actlon (?f the chemlcal in
air associated with aerosol

(C] = aerosol surface area per volume
unit (m2/m?)

P = vapour pressure of the pure compound
in the liquid state (Pa)

c = constant (Pa-m).

The constant ¢ depends on the heat of condensation and
molecular weight for many organics. It is assumed to be
0.17 Pa-m. The local pollution climate determines the
aerosol surface density. A typical value for aerosol surface
area under rural conditions is 3.5 x 10** m%/m3. For more
polluted urban/industrialized areas © is estimated to be
1.1 x 103 m%m?3. Substitution of these values in Equation
3.9 shows that gas-particle partitioning is important for
organic compounds with a P, lower than approximately
1073 Pa. Since P, is strongly temperature dependent, the
fraction of a substance absorbed to particles will also be
temperature dependent. For certain organics this may
imply that in tropical regions the pollutant will be in the
gas phase, while in arctic regions it will be in the particle
phase.

New insights into the partitioning of organic
chemicals between air and aerosols indicate that this
process may well be an absorption phenomenon of
chemicals on the aerosol. Regression equations based
upon the octanol-air partition coefficient (K_,) were
developed to quantify the air-aerosol equilibrium. The
octanol-air partition coefficient has been shown to have
a linear correlation with the compound vapour pressure,

P
H= LS 3.6)
SLs
s
" Gy H Prg/Sis 37)
- water = = )
alr-water Cwater R . T R . T
see below 3.8)
where
H = Henry’s law constant (Pa-m3/mol)
P g = vapour pressure of the pure liquid
or solid (Pa)
SLs = solubility of the pure liquid or solid
in water (mol/L)
airwater =  dimensionless” air-water distribution
ratio
R = gas constant (8.314 Pa-m3/(mol-K))
T = temperature at the air-water
interface (K)
airsoil | = dimensionless” air-soil distribution
ratio
Kp = soil-water partition coefficient (L/kg)
M, = mass of the solids in the aqueous
system (kg)
Vy = volume of the aqueous system (L)
C = concentration (mol/L).
Cair Cair Cwater Kair—water
Kair-soil = = C ’ C = K -M/V
Coil water soil p Ms! Vw

3.8)
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Table 3.1. Correspondence between spatial and temporal scales of atmospheric transport.

Horizontal transport Time Vertical transport
Local 0-10 km seconds

0-30 km hours boundary layer 0-3 km
Mesoscale < 1000 km days
Continental <3000 km days troposphere <12 km
Hemisphere months
Global years stratosphere <50 km

indicating that the vapour pressure of a compound can be
used to examine the influence of organic carbon on the
gas-particle partitioning [4].
3.2.3 Intramedia transport in air
Transport, transformation and removal (by deposition)
are mainly confined to a thin layer of the atmosphere,
approximately 2 to 3 km, usually called the planetary
boundary layer. Advective transport is caused by
a horizontal wind which is driven by gradients in
atmospheric pressure. Close to the earth’s surface
the wind changes both in velocity and direction as it
experiences friction due to the roughness of the terrain.
These fluctuations in speed and direction are referred to
as mechanical turbulence and affect the dilution rate of
air pollutants considerably. Another type of turbulence
is caused by the upward movement of air heated on
the earth’s surface by solar radiation. As a result,
cold air replaces the rising hot air. The vertical sizes
of these turbulences can range over several orders of
magnitude (1073 - 102 m). Turbulence is a very effective
mixing process and is generally far more important
than molecular diffusion. Some examples of large-
scale meteorological processes that affect the advective
transport and dispersion of pollutants are:

e Wind shear, which is the gradual change in direction
and velocity of the advective flow with height, caused
by friction at the earth’s surface.

* Large-scale vertical atmospheric motions due to high
or low pressure systems in clouds or introduced by
terrain effects (e.g., mountains, etc.).

The scales of time and space are closely linked in
atmospheric transport (Table 3.1). Therefore, the
atmospheric residence time of a pollutant determines
how far the pollutant will be transported away from
its source. In the direct vicinity (< 30 km) of a source,
concentrations are mainly controlled by advection and
dispersion.

3.24 Intramedia transport in water
Before developing and/or applying water models the
basics of transport in surface water systems should be
understood. Then, depending on the purpose of the
model, a specific model type may be chosen to estimate
surface water concentrations. A distinction between
different types of water models can be made by looking
at a number of different aspects, such as:

* Complexity with respect to the modelling of dilution.

* Complexity with respect to the modelling of the fate
of the chemical after discharge.

* Generic versus site-specific models.
* Steady-state versus (quasi)dynamic computations.
Choosing the right model for a specific application very
much depends on whether or not we are interested in the
mixing process in the receiving water body. It is obvious
that the discharge of effluents in surface water will not
result in an instantaneous mixing. The turbulence of the
receiving water will cause dispersion of the chemicals
in the discharge in all directions until a homogeneous
concentration is achieved. When deciding whether or
not a certain discharge may cause adverse effects in the
environment, it is important to know the range and the
degree of mixing. There are three successive stages in the
mixing process of an effluent in a river:

* Near field: vertical mixing of the discharged effluent
over the depth of the water layer. The mixing
is determined by the initial momentum and the
buoyancy of the effluent jet.

* Mixing zone: transverse mixing over the width of the
river, determined by the turbulence and flow of the
receiving water. For continuous discharges a gradual
spread over the cross-section is observed.

» Far field: as the cross-sectional mixing is completed,
longitudinal dispersion will determine the
concentration distribution of the discharge.

These different mixing stages are shown in Figure 3.8,

for both a continuous discharge and a chemical spill in a
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Figure 3.8. Stages in the mixing of effluent in river water. The dashed lines represent the relative (c/c,)) iso-concentration lines. From

Van Mazijk and Veldkamp [5]. With permission.

river. The description of the mixing processes is restricted
to river systems, for reviews of transport processes in
non-river systems, see [6]. In most cases mixing over
depth is achieved much faster than over the width of
the river system, because of the initial momentum and
buoyancy of the discharged effluent and due to the width
to depth ratio of most systems. As the mixing over depth
is a local or near-field phenomenon, the distribution of
a compound in a river is usually described by a two-
dimensional model over the width and length of the
system being considered, although the z-component

in many systems is also often important where there is
turbulence. In the third stage complete transverse mixing
is accomplished and a one-dimensional model will
suffice. Dispersion in lakes and seas differs in that, as
might be imagined, the third and last phase of complete
mixing may never be reached. In rivers or canals the
dispersion is “bounded” by the borders of the system. In
lakes and seas “unbounded” dispersion takes place.
These stages of the mixing process, as well as the type
of water flow are of major importance in the development
or choice of the water models to be used. To study the
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concentration distribution within the mixing zone, a
two-dimensional model should be used. An accidental
chemical spill coming down the river Rhine could be
modelled with a one-dimensional model. All aquatic
dispersion models assume that the compound is fully
dissolved. Indirectly (i.e., by means of equilibration of
exchange between the solid phase and the aquatic phase,
the dispersion models take into account sedimentation
and successive resuspension processes. Only first-
order degradation or transformation processes can be
incorporated. If the local distribution of a compound is
not the major topic of interest or when sedimentation/
resuspension, sorption or complex degradation processes
are involved, a box or compartment model may be more
appropriate. Most models do not take stratification into
account, although stratification may be very important in
lakes, estuaries, and the marine environment.

The subject of dispersion and mixing of solutes and
suspended materials in turbulent natural streams has
been described extensively [7,8]. Whether or not a one
or two-dimensional model should be used is determined
by the length of the mixing zone. When assuming that,
on average, the depth of a river is 0.4 times the width of a
river, this length can be estimated from [9]:

— 2
04u-w

Lox=—" (3.10)

D

y
where

L. = length of the mixing zone (m)
Dy = transverse dispersion coefficient (m?/s)
w = width of the water system (m)
u = average flow velocity over the

cross-section of the river (m/s).

Depending on the width, flow and turbulence of the
system, the mixing zone can range from 500 m for
relatively narrow, highly turbulent systems up to 10-100
km for large, wide rivers like the Rhine or the Meuse.
3.2.5 Intermedia transport

Intermedia transport is the result of two fundamental

processes, namely intermedia diffusion and intermedia
advection. In Figure 4.11 of Chapter 4, a diagram is given

of the most important diffusion and advection processes
that take place in the environment. A detailed theoretical
description of these processes may be found in [10].
The most important interfaces and the corresponding
intermedia processes are described below.

Soil leaching and sediment burial

Quality management of soil and sediment focuses on the
health of the ecosystem and usually involves only the
upper layers of these compartments. For this purpose,
transport of chemicals from the upper layer downward
is regarded as a removal process similar to advective and
dispersive transport of a chemical away from the source
in air and water.

Transport from the upper layer of the soil to
the groundwater takes place through leaching with
percolating water. If we choose to treat groundwater as
part of the soil system, it should be considered as an
intramedia transport phenomenon (from upper soil to
lower soil). However, if we choose to treat groundwater
as a separate medium, soil leaching should be regarded as
intermedia transport (soil to groundwater). Background
information on transport in porous media can be found
in Spitz and Moreno [11] and will not be considered in
detail here.

In most multimedia models (Chapter 4), the process
of soil leaching is simplified by assuming equilibrium
between the solid phase and pore water phase at all
times and in all places. Leaching of the chemical from
the upper soil layer can then be treated as a first-order
removal process:

see below (3.11)
where

LEACH = removal of the chemical from the
upper soil layer (mol/s)

RAIN = rate of wet precipitation (m/s)

FR, = fraction of rain water that infiltrates
into the soil

AREA ,, = soil area (m?)

FR, = volume fraction of the water phase
of soil

FR, = volume fraction of the solid phase
of soil

LEACH = soil *
FR,, + FR, - K, RHO,

C

soil

3.11)
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Figure 3.9. Half-lives for the removal of substances by leaching
from a top layer of soil at different values of the soil-water
partition coefficient K., Mixing depth=5 c¢m; FR =FR=0.4;
RAIN=760 mm/y; FR; =0.4.

Kp = soil-water partition coefficient (L/kg)

RHO, density of the solid phase of soil
(kg/L)

Cooil = concentration in soil (mol/m?).

It is clear that leaching is an important factor for
chemicals with a small K_ value. This is illustrated in
Figure 3.9, where calculated half-lives for leaching from
soil are plotted for different values of the soil-water
partition coefficient. Analogous transport phenomena
take place in sediment. Surface water may seep into
the sediment, thereby carrying the chemical from the
upper sediment layer down and vice versa. The mass

Gaseous

Particulate

Dry deposition I

Particle
scavenging

flows resulting from this can be derived by analogy
with Equation 3.11. An additional phenomenon occurs
in areas where there is continuous sedimentation. In
this situation sediment is continuously buried under
freshly deposited material. If only the upper layer of
the sediment is considered in quality management, the
contaminated upper layer is, in fact, transported to the
deeper sediment. This “transport” process from the upper
sediment layer by burial can be described by a first-order
removal process with Equation 3.12:

BURIAL = NETSED - AREA ;- C,, 3.12)
where
BURIAL = apparent burial mass flow from
the sediment compartment (mol/s)
NETSED = net sedimentation rate (m/s)
AREA_,; = area of the sediment-water
interface (m2)
Ced = bulk concentration in sediment

(mol/m3).

Wet and dry atmospheric deposition

Chemicals are transported from the atmosphere to
water and soil by atmospheric deposition (Figure 3.10).
In atmospheric chemistry it is customary to present
these different mechanisms as being composed of
wet (precipitation-mediated) deposition mechanisms
and dry deposition mechanisms. Wet deposition is the
sum of rain-out (in-cloud processes) and wash-out
(below-cloud processes). Dry deposition is the sum of

Wet deposition I

Figure 3.10. Mechanisms of atmospheric deposition. From Schwarzenbach [2]. With permission.
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Figure 3.11. Three-step mechanism of dry deposition. A.

Transport from the mixed layer to the laminar sublayer in the
immediate vicinity of the surface. This transport is controlled
by turbulent diffusion in the mixed layer. B. Transport through
the laminar sublayer is typically in the order of 0.1-1 mm. For
gases this process is controlled by molecular diffusion, for
aerosols by Brownian diffusion. C. Absorption to the surface.
The chemical nature and biological reactivity of both the
receiving surface and depositing material determines how much
material is actually removed at the surface. From Fowler [12].
With permission.

aerosol deposition and gas absorption. In multimedia
environmental chemistry, the latter mechanism is
usually treated as one part of a bi-directional exchange
mechanism. Rain-out, wash-out and aerosol deposition
are one-way advective transport processes: the chemical
is carried from the atmosphere to water and soil. This is
true even if the chemical has a greater fugacity in water
or soil. Gas absorption is a diffusive mechanism. There
is only net absorption of chemicals from the gas phase
by water or soil if the fugacity in air is greater than the
fugacity in water or soil. If the fugacity in water or soil
is greater, the result will be the reverse: net volatilization.
This will generally be the case if a chemical is emitted
to water or soil. In such cases the fugacity in water or
soil will be greater than in air, resulting in continuous
volatilization into the atmosphere, although at the
same time deposition will occur. Gas absorption and
volatilization are discussed in a separate section below,
but it should be noted that in this case absorption and
volatilization occur simultaneously and it is the net
difference that accounts for the effective intermedia
transport.

Dry deposition

Transport of chemicals from air to water and soil by dry
deposition (Figure 3.11) can be viewed by analogy with
an electric current passing through a series of resistances.
In the case of dry deposition, the main resistances occur
at the air-surface interface: transport of the chemical from
the air to the interface, diffusion across the interface and
transport from the interface to the solid surface. Thus, the
deposition velocity v, is dependent on the atmospheric
turbulence, the chemical composition and the physical
structure of both the receiving surface and the depositing
material. For highly soluble or chemically reactive gases
(e.g., nitric acid, HNO,) the surface resistance is small,
especially when the surface is wet. For fatty materials
like many organic compounds, the canopy resistance of
trees and plants will be small because the resistance at
the vegetation surface is low (i.e. the cuticle is a good
and easily accessible sink), resulting in high deposition
velocities.

For chemicals for which dry deposition is an
important fate process, the pollutant can be either
scavenged from the atmosphere in its gaseous form by
soil or vegetation, or attached to a carrier particle for
which removal rates can be described as a function of
the physical parameters of the particle, of which the size
is most important. Small particles tend to behave like
gases; larger particles (> 2 um) are efficiently removed
from the atmosphere by deposition under the influence of
gravity. Inertial impaction is important for particles with
a diameter of between 0.1 and 10 um. This effect greatly
depends on the velocity of the air and the intensity of
the turbulence, which varies with the properties of the
landscape. Since the lifetime of atmospheric particles
is a function of particle size, it is important to know the
sizes of the particles as they leave the source. Removal
of a chemical from air by dry deposition of aerosols is
proportional to the concentration of the chemical in
aerosol particles and the deposition velocity of these
particles; larger particles (> 10 pum) are deposited
primarily by sedimentation and chemicals associated
with larger particles will, in general, be deposited close
to the source. The rate of deposition to water or soil can
be expressed according to Equation 3.13:

see next page (3.13)
where
DRYDEP = rate of removal of the chemical

aerosol

from the atmosphere by dry
deposition of aerosol particles
(mol/s)
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Ve ocol = deposition velocity of aerosol
particles (m/s)

AREA ... or o = areaof the air-water or air-soil
interface (m?)

Cuir = bulk concentration in air
(mol/m?)

FR, . <ol = fraction of the chemical

associated with aerosol
(Equation 3.9).

A similar equation can be written for dry deposition
by gas absorption. This mechanism is explained in
connection with volatilization below.

Wet deposition

Wet deposition includes the following processes:

a. Wash-out or below-cloud scavenging, a process
which occurs below the clouds and by which gases or
particles are absorbed by falling raindrops.

b. Rain-out or in-cloud scavenging, a process which
occurs in the clouds: the gases or particles are
scavenged by the cloud droplets and the chemical is
removed during the next rainfall.

The efficiency of the wet deposition process varies

greatly. It depends on meteorological factors such as the

duration, intensity and type of precipitation (snow, rain,
hail), as well as on the size and the number of droplets.

Other specific parameters, like solubility in rain and

snow, are important too. Wash-out is an efficient removal

mechanism for soluble gases (low Henry’s law constant)
and for aerosols with a diameter greater than 1 um. For
less soluble gases (higher Henry’s law constants) the
falling droplet will absorb only a very small amount
of the compounds below the cloud. Wash-out plays an
important role when concentrations below the cloud are

much higher than the concentrations in the cloud, e.g.,

for plumes close to the source. In clouds the uptake of

aerosols by cloud droplets is a very efficient process.

In many cases wash-out is the most important removal

mechanism for aerosols. In general, the removal rate by

see below (3.14)
where

WET-DEP = rate of removal of the chemical
from the atmosphere by wet
deposition (mol/s)

A = overall scavenging coefficient (1/s)

Agas = gas scavenging coefficient (1/s)

aerosol = aerosol scavenging coefficient (1/s)

AREA = total (water and soil) interfacial
area (m?)

Zoir = height of the mixed air layer (m)

i = concentration in air (mol/m?).

For most purposes, it is sufficient to assume that the
rain phase is in equilibrium with the gas phase. The gas
scavenging coefficient Agas can then be estimated from
the dimensionless air-water distribution ratio K . ..
the rain intensity and the height of the air layer:

see below 3.15)
where
sas = gas phase scavenging coefficient (1/s)
RAIN = rain intensity (m/s)
Zoir = height of the mixed air layer (m)
FR sas fraction of the chemical in the
gas phase
irwater = dimensionless air-water distribution
constant (m3/m?)
FR,. . ., = {fraction of the chemical in the aerosol

phase.

As a practical approach to estimating the aerosol
scavenging coefficient A ., Mackay [1] has suggested
that during rainfall in the atmosphere, each drop sweeps
through a volume of air about 200,000 times its own
volume (Equation 3.16):

wet deposition can be described by a first-order process Ajperosol = RAIN | 2-10°- FR o501 (3.16)
defined by a scavenging coefficient A, consisting of a gas air
and aerosol scavenging component (Equation 3.14): where
DRYDEP o501 = Vdaerosol “AREAya1er or soil * Cair * FRaerosol (3.13)
WETDEP = A - AREA - 7,5, Cy;. = (Agas + Agerosol) - AREA - 7. Cip (3.14)
A RAIN FRgas RAIN 1- FRaerosol (3.15)
£ Zair Kair—water Zair Kair—water .
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Figure 3.12. Mass transfer of a chemical between two phases, air and water, according to the two resistances concept described by

Mackay [1]. With permission.

RAIN = rain intensity (m/s)
Zois = height of the mixed air layer (m)
FR, ..ol fraction of the chemical in the aerosol

phase.

It is important to note that the tendency to associate with
aerosol particles is different for different chemicals; and
different chemicals are associated with different particle-
size fractions in the aerosol. Therefore, both the aerosol
deposition velocity, vd,.. ., in Equation 3.13, and the

aerosol scavenging coefficient in Equation 3.14 are
greatly chemical-dependent.

Volatilization and gas absorption

Transport of a chemical from water and soil to the gas
phase of air and vice versa is commonly described with
the two-resistance approach, as originally introduced
almost a century ago by Whitman [13]. In this concept,
the resistance to intermedia transfer is considered to
be concentrated in two thin films on either side of the

interface. Transport through this interfacial double
layer has to take place by molecular diffusion and is,
therefore, slow in comparison with transport to and
from the interface. This concept was used by Liss and
Slater [14] as a basis for modelling the transfer of gases
across the air-sea interface. This is shown in Figure 3.12
for exchange between air and water. The direction of
transport depends on the concentrations in air and water.
If the actual concentration of the chemical in water is
higher than the equilibrium concentration in water, the
chemical will volatilize from the water phase into the
gas phase. If the actual concentration in air is higher
than the equilibrium concentration in air, the water phase
will absorb the chemical from the gas phase. In fugacity
terminology: the net diffusion is from the phase in which
the highest fugacity exists to the phase with the lowest
fugacity. At the interface, the air and water concentrations
are in equilibrium and the fugacities are equal. The rate
masstransfer (volatilization or gas absorption) is usually
quantified by means of an “overall” mass-transfer
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coefficient. The mass-transfer coefficient is expressed
in the dimension of velocity (m/s). This process can be
looked upon as if the chemical is pushed through the
interface by a piston that moves with a velocity equal
to the overall mass-transfer coefficient. The mass flux
across the interface is given by Equation 3.17:

see below 3.17)
where

VOLAT = rate of removal from water by
volatilization (mol/s)

ABSORB = rate of absorption to water from air
(mol/s)

AREA,,..= area of the air-water interface (m?)

K = water-based overall mass-transfer

water i
coefficient (m/s)

= air-based overall mass-transfer
coefficient (m/s)

= dimensionless air-water distribution
constant (m3/m?3)

= concentration in water (mol/m?)

= concentration in air (mol/m?3).

air
air-water

water

air

As indicated in Equation 3.17, the flux can be expressed
on the basis of either one of the phases. The piston
velocities in the two phases are different. However, the
same amount of chemical is transported towards and
away from the interface, but the concentrations in the
two phases differ! In the usually much “thinner” air, the
piston has to move faster than in water. The water and
air-based overall mass-transfer coefficients are derived
by Equations 3.18 and 3.19:

kawair ’ kawwater

(3.19)

. kawair : Kair—water + kawwater
where
K, e = water-based overall mass-transfer
coefficient (m/s)
air = air-based overall mass-transfer
coefficient (m/s)
kaw,. = partial mass-transfer coefficient for
the air side of the air-water interface
(m/s)
kaw, .. = partial mass-transfer coefficient for
the water side of the air-water
interface (m/s)
irwater = dimensionless air-water distribution

constant (m3/m3).

Note that the ratio of the air and water-based mass-transfer
coefficients is equal to the dimensionless intermedia
partition coefficient. Transport through the air and water
films takes place by molecular diffusion. The partial mass-
transfer coefficients are, therefore, proportional to the
diffusion coefficients of the chemical in air and water, and
inversely proportional to the thickness of the films. Since
the molecular diffusion coefficients of different chemicals
do not differ much, the partial mass-transfer coefficients
have nearly the same values for all chemicals. The values
depend on the turbulence of the interface. Typical values
are 10 and 10~ m/s for kaw,; and kaw,,,. . respectively.
If the concentration in air is negligible, only volatilization
occurs. Volatilization can then be treated as a first-order
removal process from water:

see below (3.20)
kaw.. - kaw
Kyator = ar water (3.18)  The rate constant for volatilization is:
kawair + kawwater / Kair—water
and see below (3.21)
VOLAT or ABSORB = AREAwater ’ Kwater ’ (Cwater - Cair / Kair—water) (3.17)
= AREAwater : Kair ’ (Cair - Cwater : Kair—water)
_ _ kawair ’ kawwater
VOLAT = Kwater : AREAwater ’ Cwater Tk awy;, + k AWy aier / Kair—water ’ AREAwater : Cwater (3.20)
kvolat = Kwater : AREAwater / VOLUMEwater = Kwater / DEPTHwater (3'2])
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Figure 3.13. Half-lives for the removal of a substance by
volatilization from a body of water (depth 2 m), plotted for
different values of the dimensionless Henry’s law constant.

where

Kyolat = pseudo first-order rate constant
for volatilization from water (1/s)

K oter = water-based overall mass-transfer
coefficient (m/s)

AREA ... area of the air-water interface (m2)

VOLUME,, .= volume of the water compartment
(m%)

DEPTH ... = depth of the water column (m).

As can be seen from Equations 3.20 and 3.21, different
chemicals with different Henry’s law constants volatilize
at different rates. This is illustrated in Figure 3.13, where
for a typical water, two metres deep, volatilization half-
lives are plotted against the dimensionless air-water
distribution ratio K;_ ... For small values of K, ..
the half-life is inversely proportional to K, ... . For
greater K ;... values, chemicals volatilize at maximum
speed and the half-life becomes small and independent
of Ki water Similar equations can be derived for
volatilization from soil or vegetation and gas absorption
to soil or vegetation. Advanced readers are referred to

specialized textbooks [15,16].

Soil run-off

Part of the rainwater that reaches the soil runs off to
surface water. In urban areas, where most of the surface is
paved, nearly all the precipitation is collected in sewerage
systems, from where it may either be redirected to a

waste water treatment facility or discharged into surface
water. In rural areas the rainwater runs off directly into
the surface waters. With the run-off, soil particles are
washed away (eroded). Chemicals dissolved in water
or associated with the soil particles, are transported by
this mechanism from soil to water. If we assume that
the water which runs off from soil is in equilibrium with
the soil, the mass flow of a chemical resulting from run-
off can be quantified according to Equation 3.22 (see
below).

where

RUN-OFF = mass flow of chemical due to
run-off from soil to water (mol/s)

RAIN = rate of wet precipitation (m/s)

FR_ = fraction of rainwater that infiltrates
into soil i

FR, = volume fraction of the water phase
of soil

FR, = volume fraction of the solid phase
of soil

Kp = soil-water partition coefficient
(L/kg)

RHO, = density of the solid phase of
soil (kg/L)

EROSION_; ;= rate at which soil is washed from
soil i into surface water (m/s)

AREA soil area (m?)

il = concentration in soil (mol/m?).
Sediment-water exchange

The transport of chemicals across the sediment-water
interface can be treated in the same manner as air-
water and air-soil exchanges. In this case there is an
advective transport component: i.e., sedimentation (and
resuspension); and a diffusive transport component:
i.e., direct adsorption onto (and desorption from) the
sediment. To estimate the rate of advective transport
from water to sediment by sedimentation of suspended
particles, we need to know the concentration of the
chemical on the particles. For most purposes it is
sufficient to assume equilibrium between the suspended
particles and water phase. The removal from water by
sedimentation can then be obtained from Equation 3.23:

RAIN - FR,,

RUN-OFF = [
FR,, +FR_- K, - RHO,

+ EROSION,

soil i

1-ARFEA

soil © Csoil (3.22)
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see below (3.23)
where

SED = removal of the chemical from water
by sedimentation (mol/s)

SETTL,,, = gross settling velocity of suspended
particles (m/s)

AREA = area of the sediment-water interface
(m?)

SUSP = concentration of suspended particles in
the water column (kg/m?)

susp = concentration in suspended particles

(mol/kg)

K b = suspended matter-water partition
coefficient (m3/kg)

Coater = concentration in water (mol/m?).

Taking resuspension into account, the equation for net
removal from the water column due to sedimentation
(NETSED) becomes as follows:

see below (3.24)
where

RESUSP,,,. resuspension rate (m/s)

Ced = concentration in sediment matter

(mol/md).

Diffusive transport between sediment and water, by
direct adsorption and desorption across the sediment-
water interface, is analogous to diffusive transport across
the air-water and air-soil interfaces and can be described
with a two-film resistance model:

see below (3.25)

where

ADSORB_; = removal of the chemical from
water by direct adsorption onto
the sediment (mol/s)

partial mass-transfer coefficient
on the water side of the
sediment-water interface (m/s)
partial mass-transfer coefficient
on the pore water side of the
sediment-water interface (m/s)
total area of the system (air-water
and air-soil interfaces in m?)

= concentration in water (mol/m?).

kws water =

kws g =

AREA 4 =

water

Since the quotient of the mass-transfer coefficients
for adsorption and desorption is equal to the volume-
based sediment-water partition coefficient, removal of a
chemical from sediment can be calculated with Equation
3.26:

see below (3.26)
where

DESORB,; = removal of the chemical from
sediment by direct desorption
to water (mol/s)

K i water = dim.er.lsionless se.:diment—water
partition coefficient

Ced = concentration in sediment

(mol/m3).

A value of 0.01 m/h [17] may be taken for the mass-
transfer coefficient on the water-side of the sediment-
water interface, kws ... According to Mackay [17],
mass-transfer on the pore water side of the sediment-
water interface is treated as molecular diffusion in the
aqueous phase of a porous solid material, characterized
by an effective diffusivity of 2 x 10 m?/h and a diffusion

SED = SETTLve] -AREA - SUSP - Csusp = SETTLve] -AREA - SUSP - Kp . Cwater (3.23)
NETSED = AREA - (SETTLveI -SUSP - Kp . Cwater . RESUSPrate . Csed) (3.24)
kws - kws
ADSORB, = — > 50 AREA_,-C 3.5
sed kwswater + kwssed sed water ( )
kws water kws sed
DESORBsed = kwswater n kwssed /Ksed—water IE AREAsed . Csed (3.26)
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path length of 2 cm. This gives kws, 4 a value of 0.0001
m/h. It should be noted, however, that additional
processes that are typically of a non-equilibrium nature,
may greatly affect the net mass-transfer of all kinds of
chemicals. For instance bioturbation can play a key role
in the sediment side resistance, essentially eliminating
it in some cases. As the extent of bioturbation is not
governed by thermodynamic principles, and as, in
general, very limited information is available on this
and similar topics, it will not be extensively discussed
here. Instead, the reader is referred to the textbook of
Thibodeaux [15].

With this, we conclude the section on transport
processes in and between media. Intramedia and
intermedia transport processes result in different
concentrations in environmental compartments.
Species living in these compartments are exposed to
these environmental concentrations. This may result in
bioaccumulation, which is the subject of Section 3.3.

3.3 BIOACCUMULATION

3.3.1 Introduction

Many xenobiotics are released into the environment.
Consequently, most aquatic and terrestrial organisms,
as well as plants, are exposed to these chemicals.
Some xenobiotics are taken up and bioaccumulate in
high concentrations. Bioaccumulation produces higher
concentrations of a chemical in an organism than in its
immediate environment, including food. Particularly
in aquatic organisms, bioconcentration  describes
the process which leads to higher concentrations of
xenobiotics in the organisms than in water. For aquatic
as well as higher organisms, biomagnification describes
the process which occurs when food is the major source
of bioaccumulation. Biomagnification refers to those
cases where concentrations in an organism (on a lipid-
wt basis for organic contaminants) exceed concentrations
in the consumed prey. The extent to which compounds
accumulate and the routes by which they are taken up
and excreted may differ between species. Concentrations
in organisms can also be lower than those in their prey if
substances are biotransformed easily, thereby leading to
trophic dilution [18,19].

Chemicals are taken up by biota via different routes,
from air, water, soil and sediment, and each process
depends on environmental and physiological factors.
Mammals breathe air and will therefore take up chemicals
which occur in air. Fish ventilate water for their oxygen
supply and therefore take up chemicals which occur in

the aqueous phase. Fish may be temporarily exposed to
accidental spills of pollutants in water, or continuously to
ubiquitously occurring xenobiotics. Terrestrial organisms
in soil may be exposed to pesticide sprays or to chemicals
present in dump sites. Plants are usually found in soil
and air, or sediment and water, and therefore take up
chemicals from several compartments. All organisms,
except most plants and some other primary producers,
may be exposed to chemicals via food.

Different models are used to describe and predict
bioaccumulation, bioconcentration and biomagnification.
Each type of bioaccumulation is measured differently and
depends on the type of organism and chemical involved.

This section will discuss bioaccumulation processes
in aquatic and terrestrial organisms. Both uptake and
elimination processes will be addressed, as well as the
models used to describe and predict bioaccumulation.
Methods used for measuring bioaccumulation will also
be described.

3.3.2 Aquatic bioaccumulation processes

Most of the knowledge gained on aquatic
bioaccumulation processes stems from studies on fish,
although some (but less) is known on other aquatic
organisms, from phytoplankton, zooplankton, oysters,
mussels to marine mammals. Since risk assessment
models usually take into account bioconcentration in fish
and environmental classification and PBT-assessment
is based on bioconcentration factors in fish, the section
mainly focuses on bioaccumulation in fish. PBT stands
for Persistent, Bioaccumulative, and Toxic chemicals.

For many aquatic organisms, the major route of
uptake of xenobiotics is from water and the route of
elimination is to water. Bioconcentration, therefore,
is the net result of uptake, distribution and elimination
processes of a substance due to aqueous exposure. The
bioconcentration factor BCF is defined as the ratio of
the concentration in an organism (C,) and that in the
surrounding water (C,) at steady-state:

BCF=C,/C, (3.27)
Bioaccumulation is similar to bioconcentration, but
relates to all routes of exposure. The bioaccumulation
factor BAF is defined as the ratio of the concentration in
an organism (C_) and that in the surrounding water (C,)
at steady-state, where uptake may occur via all routes of
exposure:

BAF=C,/C, (3.28)
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Figure 3.14. Different mechanisms of membrane passage
for xenobiotic contaminants. M can be either a metal, an
organometal or an organic chemical. From Phillips [20]. With
permission.

Biomagnification describes the process which occurs
when food is the major source of bioaccumulation. The
biomagnification factor BMF is defined as the ratio of
the concentration in an organism (C,) and that in its food
(Cpooq) at steady-state:

O

BMF=C_/C;, 4 (3.29)
In the following paragraphs, certain aspects of
bioaccumulation will be described, e.g., uptake processes,
elimination processes, bioconcentration, bioconcentration
models and methods for measuring bioconcentration.

Uptake processes
There are several processes leading to the uptake of

chemicals by organisms. Each process involves the
passage of compounds across a biological membrane,
mediated by a carrier or as a single solute (Figure
3.14). Passive diffusion is the major uptake process for
many organic chemicals as well as some metals and
organometals. The driving force for uptake by passive
diffusion is a fugacity difference between water and
the organism (Chapter 4). Usually, passive diffusion is
described as being driven by a concentration gradient.

However, with bioaccumulation processes, a
concentration gradient will never lead to higher
concentrations of xenobiotics in organisms compared with
the surrounding medium. Bioaccumulation, therefore, is
better described by the concept of fugacity. Organisms
usually have a much higher capacity to store xenobiotics
per unit of volume than water. For example, some metals
bind to proteins, such as metallothionein, and may
therefore be stored in relatively high concentrations
within an organism. Organic chemicals are usually stored
in lipids, and may thus reach high concentrations in an
organism on a volume basis. Organometals can be stored
by either lipids or proteins.

The fugacity of a chemical is the ratio of
concentration to storage or fugacity capacity. The
concentration of xenobiotics in water is usually small,
but since its storage capacity (solubility) is also small,
the fugacity is relatively large. The concentration in
the organism is small initially and may reach higher
concentrations than in water during the course of
uptake, but due to its high storage capacity the fugacity
of the chemical in the organism is relatively low. Thus,
chemicals are transported from high to low fugacity by
passive diffusion. For the sake of clarity, however, all
equations will use concentrations rather than fugacities.
In addition to passive diffusion, other uptake processes
may play a role in the uptake of contaminants (Figure
3.14). Metals, particularly, can be taken up by complex
permeation, by carrier mediated processes, by ion
channel, or by ATPases. For example, cadmium (Cd?)
may be taken up either by Ca’*-ATPases or as a
cadmium-xanthate complex in fish [21].

Although there is no regulation in the uptake of
chemicals by passive diffusion, organisms are able to
regulate the uptake of chemicals by other, active uptake
processes.

Elimination processes

Different processes lead to a reduction in the
concentration of chemicals in an organism (Figure
3.15). Again, analogous to uptake processes, passive and
active mechanisms are responsible for the elimination of
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Figure 3.15. Different processes which reduce the concentration
of xenobiotic contaminants in an organism (Cp): physico-
chemical elimination (k,), biotransformation (k), growth (y)
and reproduction (k). From [22]. With permission. Copyright
1992 American Chemical Society.

chemicals. Most hydrophobic chemicals are excreted by
passive diffusion, either to water or via faeces. Growth
is another way of diluting chemicals: the same number
of moles of a compound in a small organism results
in a higher concentration than in a bigger organism.
Reproductive transfer of chemicals either via lactation
(milk production) in mammals or via the mother to
the egg can significantly reduce the concentration of
chemicals in the organism. Biotransformation processes
can also convert some chemicals into other, usually more
hydrophilic ones, and thus reduce the concentration of
the parent compound. Finally, some aquatic organisms
are able to regulate elimination and consequently reduce
the concentration of some metals.

Bioconcentration

Bioconcentration is the net result of the uptake,
distribution and elimination processes of a substance due
to aqueous exposure. The magnitude of bioconcentration
depends on a variety of physicochemical and
physiological factors.

For organic chemicals which bioconcentrate in lipid
tissues mainly by passive exchange processes from and
to water, the magnitude of bioconcentration largely
depends on the hydrophobicity expressed via the n-
octanol-water partition coefficient (K ,; Chapter 9), and
the lipid content of the organism.

For metals, bioconcentration depends more on
physiological processes. The presence of active uptake
and elimination processes, as well as the capacity
of an organism to induce the synthesis of a metal
storage protein, metallothionein, are manifestations of
physiological processes which may differ greatly between
organisms. An important physicochemical property of
some heavy metals which influences bioconcentration
is the similarity of these metals to essential ions, like
that of cadmium to calcium. For metals there is no clear

el

relationship between a physicochemical parameter
and either the uptake rate constant, the elimination rate
constant, or the BCF. However, inverse relationships
occur between BCF or BAF and metal exposure
concentration for essential and non-essential metals [23].
This not only complicates the theoretical aspect of using
BCF/BAF values as an intrinsic property of a substance,
but also results in elevated variability when data are
compiled. BCFs determined from natural conditions,
which are characterized by low exposure concentrations,
can be as high as 300,000, but are generally meaningless
in the context of evaluating potential for toxicity in
relation to environmental hazard [23]. In addition,
many aquatic organisms are able to regulate internal
metal concentrations through active regulation, storage
or combinations thereof [23,24]. Factors that influence
metal uptake and bioaccumulation act at almost every
level of abiotic and biotic complexity, including:
water geochemistry; membrane function; vascular and
intercellular transfer mechanisms; and intracellular
matrices. In addition, physiological processes (usually
renal, biliary or branchial) generally control elimination
and detoxification processes. Storage adds additional
controls on steady-state concentrations within the
organism. When metal bioaccumulation is predominantly
via mechanisms that demonstrate saturable uptake
kinetics, BCFs will thus decline at higher exposure
concentrations.

Bioconcentration models

Models are used to describe and predict bioconcentration.
They serve to mathematically describe the increase
or decrease in the concentration of xenobiotics in an
organism. Simple models regard an organism as one
homogenous compartment and the surrounding medium
as another: the two-compartment model. In addition, rate
constants are assumed to be first-order rate constants,
independent of the concentration of the chemicals. More
complicated models may regard the surrounding medium
and the organism as different compartments, and involve
different order rate constants.

The one-compartment model

For organic chemicals, bioconcentration is usually
described by the exchange of a chemical from water
to the organism and vice versa. Therefore, in theory, a
two-compartment model with first-order kinetics can
be applied. However, since the concentration of the
chemical in the water is not influenced by the organism
the use of a one-compartment model can be justified
from a mathematical point of view [25]. In this model,
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Table 3.2. Uptake rate constants of xenobiotics in various aquatic organisms [25,26].

Compound Species Uptake rate constant (L/(kg-d))
Metals

Chromium trout 0.12-0.5
Cadmium trout 0.003 - 0.12
Cadmium + 0.1 mM EDTA trout <0.015
Cadmium + 1 mM Citrate trout 3
Cadmium + 0.1 mM Potassiumethylxanthate trout 0.3
Organic chemicals

Phenol trout 20-50
Halogenated phenols trout 200-450
Polychlorinated biphenyls trout 200-450
Polychlorinated benzenes trout 200-450
Organometals

Triphenyltin trout 0.1-5
Tributyltin trout 4-30
Tributyltin oyster 75 - 1000
Tributyltin mussel 70 - 17,290
Tributyltin clam 250
Tributyltin amphipod 70 - 1230
Tributyltin snail 1.8-95
Tributyltin crab 0.11 - 1000

the exchange of a compound thus takes place between
water and the organism:

uptake elimination
water — organism —  surrounding medium
kW ke

The increase or decrease in the concentration of a
xenobiotic in an aquatic organism over time is described
by Equation 3.30:

dC, ldt=k,C, -k.C, (3.30)
where

C, = the concentration of the chemical in
the organism (mol/kg)

C, = the concentration of the chemical in
water (mol/L)

k, = the uptake rate constant from water
(L/(kg-d))

k, = the overall elimination rate constant
(1/d).

Table 3.2 shows the uptake rate constants of different
chemicals. While the uptake rate constant of hydrophobic

chemicals, such as halogenated benzenes, biphenyls
and phenols, is approximately constant within one
species, those of metals and organometals may differ
widely, and depend on environmental conditions, such
as the presence of hydrophilic (citrate) or hydrophobic
(xanthate) ligands. The uptake rate constants of metals
and other hydrophilic contaminants are usually much
lower than those of hydrophobic compounds (Table 3.2).
Furthermore, the uptake rate constants of metals may
differ by several orders of magnitude under different
environmental conditions.

Substances can be eliminated from the organism
via different routes, where k. is elimination via the
respiratory surface (gills, skin or lungs for terrestrial
organisms) k. excretion via egested faeces, k for
metabolic transformation, k_ for pseudo elimination via
growth dilution and k_ for elimination via reproductive
cells or offspring. The overall elimination rate k, is
therefore the sum of rate constants (1/d) for all major
elimination routes:

k,=k +k; +km+kg+kp (3.31)
A number of elimination rate constants are given in Table
3.3.
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Table 3.3. Elimination rate constants of xenobiotics in various aquatic organisms [21,26].

Compound Species Elimination rate constant (1/d)
Metals

Chromium trout 0.03-0.7
Cadmium trout 0.003

Nickel trout 0.01

Organic chemicals

DDT trout 0.01

Lindane trout 0.06

Phenol trout > 0.06
Chlorophenols trout >0.7
Polychlorinated biphenyls trout <0.0001 -0.3
Polychlorinated benzenes trout <0.003-0.7
Organometals

Methylmercury trout 0
Triphenyltin guppy 0.005 - 0.014

The rate constants k, and k, are independent of the
concentrations in water and the organism. However, they
may be dependent on the organism and on the properties
of the compound.

When an organism is continuously exposed to a
chemical (C,, = constant), Equation 3.30 is integrated to:

C, (1) = (C k, Dk, [1-e™] (3.32)
If the exposure concentration in water varies with time,
numerical solutions may be applied to solve Equation
3.30.

The uptake rate constant can be derived from the
initial uptake of the chemical by the organism, when
elimination is assumed to be negligible:

C =k, .t

o wTw

(3.33)

After long exposure times (t — oo), the term e*e in
Equation 3.32 approaches zero, and a steady-state will be
achieved (dC /dt = 0). Subsequently, the bioconcentration
factor (BCF) can be determined:

BCF=C_/C,=k,/k, (3.34)
The ratio of the concentration of the chemical in fish and
water C_ / C, only represents the bioconcentration at a
steady-state. If the concentrations in fish (C_) and water

(C,,) are determined before the steady-state has been
attained, the ratio C_ / C,, will underestimate the BCF.

However, when the ratio is determined in a situation
where the concentration in water has decreased faster
than the concentration in the organism, the ratio will
overestimate the BCF.

In the environment, organisms may be exposed to
chemicals only for short periods of time. When exposure
stops and the concentration of the chemical in water
decreases or reaches zero, the chemical will be eliminated
from the organism. The rate of elimination is usually
determined under laboratory conditions. Mathematically,
elimination rate constants are determined with Equation
3.30 provided that C, = 0, which will result in a decrease
in the concentration in the organism. Integration of
Equation 3.30, gives Equation 3.35:

C, (1) =C, (t=0) e'ke! (3.35)
where C_ (t=0) is the concentration in the organism at the
start of the elimination period (mol/kg).

The biological half-life (¢,,,) of a compound can be
derived from the elimination rate constant, and is the
time required to reduce the concentration of a compound
in the organism to half its original value. Hence, when C
(t,5) = 172 C (1=0) is substituted in Equation 3.35, this
leads to:

typ = (n2)/k, (3.36)
Figure 3.16 shows how uptake and elimination rate
constants are derived. Figure 3.17 shows the relationships
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Figure 3.16. Hypothetical curves for a first-order one-compartment bioaccumulation model, in which &, is the uptake rate constant
and k is the elimination rate constant. o is the slope from which &, is determined, J3 is the slope from which k_ is determined. From

[25]. With permission.

of k,, k,, and BCF with hydrophobicity (K ) for organic
chemicals. Uptake rate constants increase with K,
and become constant for hydrophobic chemicals with
log K, > 3-4. Elimination rate constants are constant
for hydrophilic chemicals and decrease with K_ for
chemicals with log K, > 3-4. Since the BCF is the
ratio of the uptake and elimination rate constants, BCF
increases with K for all hydrophobic chemicals.

The uptake of chemicals by aquatic organisms
from water usually occurs via the respiratory surfaces.
Since larger organisms usually have a relatively smaller
respiratory surface than smaller organisms, it has been
shown for fish that the uptake rate constant for different
weight classes depends largely on the size of the fish.
The rationale for this is that larger organisms usually
require less oxygen per unit of volume for metabolic
processes. Since the exchange of chemicals is related to
the exchange surface according to Fick’s law, this implies
that small organisms will both take up and eliminate
chemicals faster than large aquatic organisms. Uptake
rate constants for hydrophobic chemicals in guppy
(0.1 g) are usually around 1000 L/(kg-d), while those
in large rainbow trout (750 g) are around 50 L/(kg-d).
The following allometric relationship between fish
weight (W in g) and uptake rate constant was derived for
hydrophobic organic chemicals with a log K >3 [28]:

k, = (55016)W0-27£0.05 (3.37)
Both uptake and elimination rate constants are thus
(allometric) functions of the weight of an organism
[26,28-31].

For metals there is no clear relationship between a
physicochemical parameter and either the uptake rate
constant, the elimination rate constant, or the BCF.

Although the accumulation of metals does not
necessarily take place by passive diffusion, the first-order
kinetic model can be successfully applied to describe the
uptake and elimination kinetics of metals. However, a
steady-state is not always observed for metals. Due to a
very high storage capacity of metallothionein for instance,
continuous uptake of metals may occur, resulting in ever
increasing concentrations in aquatic organisms.

The chemical speciation of metals greatly affects
bioconcentration and largely depends on environmental
properties such as pH, salinity, oxygen concentration,
and dissolved organic carbon, among other things (Figure
3.18). The aqueous concentration of the free ion can be
predicted from these properties. Complex ligands, such
as hydroxyl and carbonate ions, play a prominent role in
regulating speciation (Figure 3.18). Bioaccumulation can
thus be predicted based on the free-ion concentration.
Complexation of metals with natural humic and fulvic
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Figure 3.17. The relationship of k,, k., and BCF with
hydrophobicity (K ,) for organic chemicals. From [27].
Copyright ©1986. Reprinted by permission of Alliance
Communications Group, Allen Press, Inc.

substances generally reduces the uptake of the metal
[33]. In some cases, however, the uptake rate constant of
the metal complex may be higher than the free ion, for
instance, when the complex is more hydrophobic than
the metal.

Multiple-compartment models

In some cases, a one-compartment model cannot
sufficiently describe bioconcentration. Usually, this
occurs when there are two or more stages in which
elimination rates differ (Figure 3.19). The simplest form
of a multiple-compartment model is when the organism
occupies not one, but two-compartments, each with its
own bioconcentration kinetics. The result is an initially
fast and later slow elimination rate of the chemical from
the entire organism (Figure 3.19). The rationale for a
two-compartment organism (two-compartment model)
is, for example, that one compartment quickly releases
the xenobiotics when in contact with a clean surrounding
medium, while the second compartment only slowly
releases the chemicals to the first compartment, which in
turn quickly eliminates them to the medium.

An example of the mathematical description of the
elimination kinetics of a two-compartment model is
given in Equation 3.38:

C,=Ae* + BePt (3.38)
where A and B are constants (mol/kg) and o and B
represent kinetic rate constants (1/d).

< 10 —
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.;‘l'"' Figure 3.18. The chemical speciation of aluminium (Al) is

influenced by salinity, pH and ligand. The pH-dependent
activities of the different Al forms in the surrounding water
have been plotted. From [32]. With permission.

More complicated modelling approaches exist, such
as the physiologically-based pharmacokinetic (PBPK)
models (Section 6.3.2), which make use of the blood to
organ distribution coefficients of chemicals, the size and
constitution of organs, and blood perfusion rates through
organs, are much more complicated.

Methods for measuring bioconcentration
While the literature on the bioconcentration of xenobiotics
in aquatic organisms is extensive, few standard methods
have been developed. The Organization for Economic
Cooperation and Development (OECD) has produced
standard protocols for measuring bioconcentration in
fish [34]. These test guidelines, which employ different
species and test conditions, are summarized in Table 3.4.
No aquatic organisms other than fish are used in existing
OECD protocols. This should be particularly useful for
metals, since the bioconcentration of these chemicals in
invertebrates and molluscs is usually greater than in fish.

The American Society for Testing and Materials
(ASTM) has also published a procedure for identifying
bioconcentration in fish and marine molluscs [35], which
is very similar to that of the OECD. The main difference
is that the ASTM stipulates that exposure should continue
until an apparent steady-state has been reached. If a
steady-state is not obtained, the observed 28-d BCF may
be taken as an apparent BCF, while the OECD procedure
derives the k/k_ ratio (Equation 3.34).

The US Environmental Protection Agency has
adopted procedures for identifying bioconcentration in
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Figure 3.19. Biphasic uptake and elimination as an example of a two-compartment bioaccumulation model; o is the slope of the

initial, fast elimination period, f is the slope of the slower elimination period. From [25]. With permission.

fish [36] and oysters [37]. These procedures include a
flow-through technique and are suitable for both organic
and inorganic compounds.

3.3.3 Factors affecting bioconcentration

Modelling bioconcentration is regarded as a relatively
simple process. In well-defined examples, a simple first-
order one-compartment model can be applied to describe
and predict BCFs and bioconcentration kinetics. Many
chemicals, however, do not follow these simple rules;
moreover, bioconcentration (kinetics) may be species
dependent. Chemical and biological aspects may thus
modify bioconcentration. The following factors are
important: molecular weight, molecular size, molecular
charge, speciation, surface/volume ratios, morphology,
and biotransformation. These factors will be discussed
separately below.

Chemical aspects may influence bioconcentration
by affecting the membrane passage properties of
the chemical and its bioavailability, i.e., the freely
dissolved chemical in the aqueous phase. The major
biological aspects influencing bioconcentration are:
bioconcentration kinetics (surface/volume ratios and
morphology), and the rate and extent to which chemicals
are biotransformed.

Molecular weight

Several values have been suggested for the molecular
weight (MW) cut-off value above which absorption
across fish tissues becomes negligible. The EU TGD [38]
indicates that molecules with a MW greater than 700
g/mol are less likely to be absorbed and bioconcentrate,
whereas the US EPA exempts chemicals with a MW
of above 1100 g/mol in the PBT assessment conducted
under the Toxic Substances Control Act (USEPA 1999).
Anliker et al. [40] suggested that a pigment could be
excluded from a fish bioaccumulation test if it has
both a MW of greater than 450 and a cross-sectional
diameter of over 1.05 nm (as the second smallest van
der Waals diameter). Rekker et al. [41] suggested that
a calculated log K of > 8 can be used on its own, or
in combination with a molecular weight of > 700-1000
to conclude (with confidence) that the compound is
unlikely to bioaccumulate. While there has been limited
experimental evidence for a MW cut-off, Burreau et al.
[42] did demonstrate reduced bioconcentration and no
biomagnification for high MW polybrominated diphenyl
ethers, with 6 or more bromines, their MW ranging from
644 to 959 g/mol. Considering that molecular size and
shape can vary considerably for substances with similar
MW, molecular weight alone is insufficient to allow
absorption predictions. However, it does suggest that
once the MW is in the region of 700-1100, depending on
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Table 3.4. OECD test guidelines for measuring bioconcentration in aquatic organisms [34].
OECD Guideline 305A 305B 305C 305D 305E
Sequential Semi-static Test for the degree Static Flow-through
static fish test fish test of bioconcentration  fish test fish test
in fish
Recommended catfish, zebrafish yearling carp guppy, rainbow trout, sheepshead
species zebrafish, zebrafish minnow, bluegill, fathead
carp minnow, spot, silverside,
shiner, perch, English sole,
staghorn, sculpin, three-
spined stickleback
Supply of test water static semi-static flow-through static flow-through
Concentration of < 0.1 LC50 <0.02 LC50 <0.01 and <0.01 and <0.02 LC50
test water > 3 levels > 1 level < 0.001 LC50, <0.001 LC50
2 levels 2 levels
Carrier of test ethanol or acetone recommended dimethyl- recommended solvents
substance acetone (25 ml/L) solvents and sulfoxide (< 0.1 ml/L)
(<0.5ml/L) surfactants t-butanol
(<0.1 ml/L)
Test period
- uptake + 2 weeks 2 or 4 weeks 8 weeks 8d 8h-90d
- steady-state mandatory optional mandatory mandatory mandatory
- elimination mandatory mandatory mandatory mandatory optional
Dilution water artificial artificial well water or city well water test organisms
water pretreated or artificial can live in it
with activated carbon
Biomass (g/L) <1 <0.8 <8 <04 <15
Sampling frequency
- water 1L 7 levels > 16 levels >12 28
- fish 19 7 levels 8 levels >12 9
Measurement of lipid mandatory optional optional mandatory optional
content
BCF Cﬁsh/ Cw Cﬁsh/ Cw Cﬁsh/Cw Cﬁsh/ Cw kw/ ke

at steady-state

at steady-state

at steady-state

at steady-state

at 80% steady-state

other factors, a reduced BCF may be expected. Hence,

while recognizing the uncertainties in the interpretation

of experimental results, de Wolf et al. [43] recommended

that to demonstrate a reduced BCF a substance should

have either:

* aMW in excess of 1100 g/mol,

e oraMW of 700 — 1100 g/mol with other indicators
(see later discussion).

Molecular size
Molecular size deals with the dimensional properties of
chemicals together with their potential transport across

biological membranes. Since bioconcentration starts
with the transport from the bulk water to the respiratory
surface and subsequently follows uptake of chemicals
across a bilipid membrane (Figure 3.14), the molecular
size of a chemical is very important in determining
whether it will be able to be transported across this
membrane.

Molecular size may be considered as a more
refined approach, specifically taking into account
molecular shape and flexibility, rather than relying
on MW alone. For some hydrophobic chemicals,
such as hexabromobenzene, octachloronaphthalene,
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Figure 3.20. Diagram showing the transfer of a hydrophobic
molecule across the polar heads of a bilipid membrane in
relation to the effective cross-section of the membrane’s cavity
for neutral organic chemicals. Reprinted from [27]. Copyright
©1986. Reprinted by permission of Alliance Communications
Group, Allen Press, Inc.

octachlorodibenzo-p-dioxin, decabromobiphenyl, disperse
dyestuffs, organic pigments, a fluorescent whitening
agent and azopigments, no bioconcentration in guppy
was observed when exposed in water [27,40,44,45,46].
This absence of bioconcentration was assumed to
be due to the size of the molecules, which may have
prevented them from penetrating the gill membrane,
and for some chemicals, due to their limited solubility
in n-octanol (see below). To permeate the polar surface
of the membrane the molecule must be small enough
to pass through “holes” in the lipid membrane (Figure
3.20). In guppy, the critical cross-sectional diameter
is 0.95 nm, above which little or no uptake occurs. In
other fish, however, such as rainbow trout and goldfish,
the uptake of some bigger molecules has been observed.
Hence, species differences may influence the uptake of
big molecules due to the composition of the membrane
[47,48], and a simple parameter may not be sufficient
to explain when reduced uptake occurs. Dimitrov et al.
[49] have tried to develop a more mechanistic approach
to address this concept, using MW, size, and flexibility
in their BCF estimates. They found that for compounds
with a log K, > 5.0, a threshold value of 1.5 nm for
the maximum cross-sectional diameter (i.e., molecular
length) could discriminate between chemicals with
BCF > 2,000 from those with BCF < 2,000. This critical
value was found to be comparable with the architecture

of the cell membrane, i.e., half the thickness of the lipid

bilayer of a cell membrane. This is consistent with a

possible switch in uptake mechanism from passive

diffusion through the bilayer to facilitated diffusion or
active transport. Dimitrov et al. [50] and Dimitrov et
al. [51] later used this parameter to assess experimental
data on a wide range of chemicals. The conclusion was
that a chemical with maximum cross-sectional diameter
over 1.74 nm would not have a BCF > 5,000, and would
not meet the European Union PBT criteria for vB (very

Bioaccumulative) chemicals [38].

In other studies, accumulation has been shown
not to occur with hydrophobic chemicals whose
length exceeds 4.3 nm. This has been found for linear
polydimethylsiloxanes in fish from water [52] and n-
alkanes in rats from food. Limited bioaccumulation was
observed for alkanes larger than C,;Hs. This critical
length of 4.3 nm corresponds to the average distance
between the polar heads in a bilipid layer of a cell
membrane. The length of the polydimethylsiloxanes is
also very close to the length of the bilipid layer (Figure
3.21). Molecular weight did not explain reduced uptake,
since one of the silicone substances with a molecular
weight of 1,050 was detected in fish. Tolls et al. [53]
did observe uptake in fish of some non-ionic surfactants
with an apparent equal length to long chain alkanes,
which seems contradictory to the earlier proposed
cut-off molecular length by Opperhuizen et al. [47].
However, the uptake of the long non-ionic surfactants
may be explained by internal molecular flexibility
reducing the effective molecular length below 4.3 nm.
In conclusion, there would appear to be no clear cut-off
value for molecular size beyond which no absorption
will take place. While recognizing the uncertainties in
the interpretation of experimental results, de Wolf et al.
[43] recommended:

* A maximum effective molecular length of 4.3 nm
indicates no uptake and indicates that a chemical is
not bioconcentrating.

* A maximum cross-sectional diameter of 1.74 nm
indicates that a chemical would not have a BCF >
5,000.

* A maximum cross-sectional diameter of 1.74 nm plus
a MW of 700 — 1,100 would suggest that a chemical
will not have a BCF > 2,000.

Steric factors thus seem to influence the transport of large

chemicals across membranes.

Lipinksi’s rule of 5
Lipinski et al. [54] identified five physical chemical
characteristics that influence solubility and absorption
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Figure 3.21. Relationship between the molecular length of n-
alkanes and polydimethylsiloxanes (PDMS) for the membrane
permeation of neutral organic chemicals. MD M refers to
polydimethylsiloxanes, where n refers to the number of
dimethylsiloxanes units. C, refers to linear alkanes where m
refers to the number of methylene units. Top: length of a Si-
O-Si fragment of PDMS oligomers. Bottom: lengths of linear
PDMS, linear alkanes, and the thickness of a bilipid membrane.
From [47]. Copyright ©1987. Reprinted by permission of
Alliance Communications Group, Allen Press, Inc.

across the mammalian intestinal lumen using more than
2,200 drug development tests. These characteristics
have been rigorously reviewed [55,56] and are used
to develop commercial models to estimate absorption
in mammals. They are also commonly used by the
human and veterinary pharmaceutical industry. Organic

chemical absorption is, however, not similar in all
vertebrates, since mammalian dietary absorption rates
for the same chemical may differ by more than two
orders of magnitude between humans and ruminants.
This is likely not due to the membrane properties, but
rather other characteristics of the digestive process
controlling the absorption. “Lipinksi’s Rule of 5”
may be extrapolated from the mammalian intestinal
membrane to fish gills, which in turn would account for
the prediction of poor solubility and poor absorption
from chemical structure. A chemical is then not likely
to cross a biological membrane in quantities sufficient
to exert a pharmacological or toxic response when it
has more than 5 Hydrogen (H-)bond donors, 10 H-bond
acceptors, a MW greater than 500, and a log K, value
greater than 5 [54]. Wenlock et al. [55] studied about 600
additional chemicals and found that 90% of the absorbed
compounds had fewer than 4 Hydrogen (H)-bond donors,
< 7 H-bond acceptors, MW less than 473, and a log K,
value less than 4.3. More recent work by Vieth et al.
[57] and Proudfoot [56] supports these lower numbers.
Molecular charge and the number of rotational bonds
will also affect absorption by passive diffusion across a
membrane or diffusion between cells. The “leakiness”
of a tissue, or its ability to allow a chemical to passively
diffuse through it, is measured using trans-epithelial
electrical resistance (TEER) and can be used to compare
tissue capabilities. A low TEER value indicates the tissue
has greater absorption potential. Although the studies
by Lipinski et al. [54], Wenlock et al. [S5], Vieth et al.
[57] and Proudfoot [56] focused on absorption across the
intestinal lumen, the more restrictive TEER for fish gills
[43] implies that the equations and concepts can be re-
applied to conservatively estimated absorption in fish.

Other indicators for low uptake

There are other indicators for low uptake that could
also be used to suggest that a chemical, despite having
a log K, in excess of 4.5, has a low bioconcentration
potential such as lack of experimentally observed gill
or skin permeability, and low or reduced uptake in
mammalian studies. Cell culture models or perfused gill
preparations offer many advantageous features for the
analysis of chemical transport across membranes and can
be used to expedite identification of compounds with less
favourable uptake properties, and to evaluate structure-
absorption relationships [e.g., 28,58-62]. Both these
systems show relatively high variation, however, this can
be significantly reduced and the uptake rate constants
determined once they are normalized with a reference
chemical.
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Limited fat or octanol solubility

The concept of having a value relating a chemicals’
solubility in fat or octanol to reduced uptake is derived
from two considerations. Firstly, that octanol is a
reasonable surrogate for fish lipids, and secondly, that if
a substance has a reduced solubility in octanol this may
result in a reduced uptake. The former forms the basis of
the majority of models for predicting BCF using log K .
In general, a hydrophobic substance has a low aqueous
solubility (S,,), a high solubility in octanol (S,.) and a
high BCFE. However, when a hydrophobic substance
has a low solubility in fat or octanol, the resulting ratio
S /S, could range from very low to very high, with no
clear idea of how this would affect the magnitude of the
BCEF. Still, it could be argued that a very low solubility
in octanol could be used as an indication that only low
body burdens build up in an aquatic organism. Chessells
et al. [63] demonstrated a decrease in lipid solubility with
increasing K, values for highly hydrophobic compounds
(log K, > 6). It was suggested that this led to reduced
BCFs. Banerjee and Baughman [64] demonstrated that
by introducing a term for lowered octanol/lipid solubility
into the calculated log K, BCF relationship, they could
significantly improve the prediction of bioconcentration
for highly hydrophobic chemicals. Experimental K_
values already reflect the lower octanol solubility.

Morphology

The rates of uptake and elimination of xenobiotic
compounds are also affected by the morphology of
organisms. For instance, in their larval stages midge loose
their skin several times during growth. Contaminants
attached to the skin will thus be actively removed from
the organism.

Uptake of chemicals, as well as oxygen, occurs
through the skin of aquatic organisms, such as fish. Both
the composition and thickness of the skin as well as the
surface area of the skin, compared with the gills, explain
the low uptake rates of xenobiotic compounds through
the skin compared with the gills.

Biotransformation

Biotransformation (Section 3.6) is one of the processes
which decreases the concentration of a parent chemical
in an organism. In general, it transforms the chemical
to more polar products [65]. In bioaccumulation
models, biotransformation is treated as an elimination
process, alongside elimination through physicochemical
processes, growth dilution, excretion by lactation and
reproduction.

Biotransformation only takes place after the chemical
has been transported to a site where it can be transformed
through enzymatic catalytic action. In this process, the
compound must reach the enzyme and then bind with it.
Consequently, both transport rate or internal distribution
and the capacity of the enzyme to bind and biotransform
the chemical will determine the biotransformation rate.
In addition, the enzyme requires cofactors to enable the
transformation.

Species differ widely in their capacity for
biotransformation, which largely depends on the presence
or absence and specific activity of enzymes (Section
3.6).
3.3.4 Biomagnification
When the concentration of a chemical becomes higher in
the organism than in its food (and the major uptake route
is food) this is called biomagnification. Biomagnification
is usually important only for chemicals reaching
relatively high concentrations in food compared to very
low concentrations in other surrounding media, such as
water for aquatic organisms, air for terrestrial organisms
and soil and sediment for soil and benthic organisms. In
this section the uptake from food, sediment and multiple
media will be discussed, together with methods for
measuring biomagnification.

Uptake from food
Uptake from food occurs in the gastrointestinal tract
(GIT). After release of the contaminants in the GIT
lumen, the chemicals may cross the lipid membranes
by the same mechanisms as described above (Figure
3.14). Food digestion is the key process that leads to
a positive thermodynamic gradient between the gut
content and the organism [66], which is responsible for
biomagnification.

Biomagnification, uptake from food and elimination
to the surrounding medium can be modelled in a similar
way to bioconcentration (Equation 3.30):

ke k,
food — organism — surrounding medium
where k; is the uptake rate constant from food (kg/
kg, .-d), which can be expressed as the product of the
uptake efficiency from food, E, and the feeding rate f
(Kgo0a’kEpyd). Biomagnification can thus be described
mathematically as:

dC,/dt=E; f-C;

O

- kC (3.40)

e o
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Table 3.5. Dietary uptake efficiencies (Ef) of PCBs in fish [68]. With permission. Copyright Elsevier.

Compound Crooq (ME/2) Species E; (%)
Biphenyl:

Dichloro- 10 guppy 56
Trichloro- 10 guppy 49-60
Tetrachloro- 1-51 guppy, Coho salmon 10-77
Pentachloro- 1-12 coho salmon 30-73
Hexachloro- 1-50 guppy, Coho salmon 44-81
Octachloro- 50 guppy 31-40
Decachloro- 50 guppy 19-26
Aroclor 1242a 20 channel catfish 73
Aroclor 1254a 15 rainbow trout 68

2 Aroclor is an industrial PCB mixture, in which 12 refers to the biphenyl molecule, and 42 and 54 refer to the percentage of

chlorination.

where C; 4 is the concentration in the food (mol/
kg .q)- It must be recognized that k, is again an overall
elimination rate constant (see Equation 3.31). When the
contaminant concentration is constant (Cy, 4 = constant)
and the feeding rate is also constant, Equation 3.40 can be
solved. However, f may depend on the biological species
and life stage. Poikilothermic organisms, in general, have
lower feeding rates than homoeothermic organisms.

When fis known and constant, Equation 3.40 can be
solved:

C, (1) = (E;- [+ Cpoog) ! ko - [1- €] (3.41)

which is similar to Equation 3.32 for uptake from water
[26,67]. Some dietary uptake efficiencies, E; for a
number of individual PCB congeners and commercial
PCB mixtures in fish are given in Table 3.5. The feeding
rate constant fis approximately 0.02 - 0.05 kg /kg, . -d
for fish.

Consequently, for exposure via food a
biomagnification factor (BMF) can be derived for steady-
state conditions, as shown in Equation 3.42:

BMF =E,-f/k,=C,/ Cpyq (3.42)

Uptake from sediment
Some aquatic organisms, such as many aquatic
invertebrates, are sediment-dwelling organisms or deposit
feeders. They are able to digest sediment or detritus,
which serves as a food source. Uptake from sediment
may be significant for these organisms.

Deposit feeders show a wide variety of feeding types.
Surface deposit feeders, such as the clam Macoma, feed

primarily on the upper few millimetres of sediment.
“Conveyor belt” species ingest particles as deep as 20 to
30 cm below the surface (Figure 3.22). In sediments with
a distinct vertical concentration gradient, these organisms
would be exposed to substantially different pollutant
concentrations than surface feeders.

The concentration of contaminants measured in
sediment does not always reflect the exposure of
the organisms to xenobiotics. Most deposit feeders
selectively ingest the finer particles which contain
higher amounts of organic carbon, while they discard
the larger particles. This behaviour can concentrate the
organic content of the ingested sediment by more than
one order of magnitude compared to that of the original
sediment. As a result of selective feeding, the pollutant
concentration measured in the original sediment may
underestimate the actual dose ingested by selective
deposit feeders.

In addition, concentrations of contaminants in the
interstitial water may differ from concentrations in
the overlying water. Surface deposit-feeding bivalves,
such as the clam Macoma sp., ventilate an insignificant
amount of interstitial water, but ventilate large amounts
of overlying water. Free-burrowing amphipods and
polychaetes, however, ventilate interstitial water almost
exclusively while buried in the sediment. Many bivalves
are filter feeders, unlike the clam Macoma which is a
deposit feeder. Filter feeders use their gills to ventilate
large amounts of water. The organic carbon is filtered
from the water and used as a food source. As the organic
carbon often contains large amounts of pollutants,
this can provide an important route of uptake for these
species.
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Figure 3.22. The effect of feeding depth on pollutant exposure.
The conveyor-belt and surface deposit feeding modes illustrate
the range in feeding depth by deposit feeders. From [69]. With
permission.

Species differences thus result in the uptake of
contaminants from different sources: surface and deeper
sediment, interstitial and overlying water.

Other benthic organisms often studied are the larvae
of the midge (Chironomus sp.). Midges go through
several larval stages in the development from egg to
adult. The larval stages last from a few days to several
months in sediment. Midges connect the aqueous and
terrestrial food web, since the larvae are a food source
for invertebrates and fish, while the adults provide a food
source for birds. Midge larvae feed on organic material
in the sediment (see Chapter 7, Sections 7.4 and 7.5).
The uptake of xenobiotics takes place predominantly via
interstitial water, as in the case of worms.

Multimedia uptake from water, food and sediment
Xenobiotic compounds can be taken up by aquatic
organisms from water, food or sediment. The
most important route of uptake depends on the
physicochemical properties of the compound as well as
on the habitat, the diet and the physiological properties
of the organism.

To be able to address the most significant contribution
of each of the three routes, information on the
mechanisms and kinetics of the various uptake processes
is required. The first-order bioaccumulation model

provides a helpful tool for this. The three uptake routes
are shown in Figure 3.23.

In Figure 3.23 k_ is the uptake rate constant for
chemicals from sediment (kg4 en/KEpw'd)> Which
is derived in a similar manner to the uptake from food.
Each uptake rate constant k, k; and k, can be substituted
by the product of uptake efficiency (E,, E; and E) and
the flows of water (V) passing through the gills, food
through the GIT (f) and sediment through the GIT (S) of
the organism [70]:

k,=V,E, (3.43)
ke =f- E; (3.44)
k,=S-E, (3.45)

Hence, the change in concentration of the chemical in the
organism can be described by Equation 3.46:

see below (3.46)
Kinetic rate constants have been derived for several

aquatic organisms, such as guppy, rainbow trout and
clams.

W

Water (C,) ——>»

Surrounding
medium

ki k

Food (Ciyoy) —» Organism (C,) e—)
k

Sediment (C,) ——>

Figure 3.23. Comparison of three uptake routes, water, sediment
and food, and elimination to the surrounding medium.

Uptake from water

For several classes of organic compounds, uptake rate
constants in small fish (< 1 g) are approximately 1000
L/(kg-d). The flow of water ventilated across the gills
is approximately 2000 L/(kg-d). Hence, the uptake
efficiency of chemicals from water (E,) is approximately
50%. For larger fish almost the same extraction efficiency
has been reported. Larger fish, however, have lower
uptake rate constants due to lower ventilation rates. For
example, fish of 100 g have uptake rate constants of
approximately 100 L/(kg-d).

dC, /dt = (V EyCy +f - ECiooq + SE,CS) — k.C,

(3.46)
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Uptake from food

For many aquatic organisms the feeding rate (f), is
approximately 0.01-0.05 kg, /(kg,-d). Table 3.5 shows
that uptake efficiencies of hydrophobic chemicals are
approximately 50%, which corresponds with the average
digestibility of food components.

Uptake from water and food

When comparing the contribution of uptake from water
and food for small fish, Equation 3.46 shows that the
concentration of the compound in food has to be five
orders of magnitude higher than in water, before uptake
from food makes a significant contribution to the
concentration in small fish. If the food is assumed to be a
smaller aquatic organism, the bioconcentration factor of
this prey would have to exceed 10°. Consequently, only
extremely hydrophobic chemicals, such as chlorinated
biphenyls, naphthalenes or dibenzo-p-dioxins with more
than three chlorine atoms, will be taken up primarily via
the food chain. For chemicals with BCFs lower than 103,
overall bioaccumulation will therefore mainly take place
through uptake from water.

For larger fish, uptake from food contributes more
significantly to the total bioaccumulation for chemicals
with lower hydrophobicity. Larger fish have significantly
lower ventilation volumes than smaller fish, while feeding
rates are almost equal, thus favouring the uptake from
food for less hydrophobic chemicals. Larger fish also have
lower growth rates than smaller fish with corresponding
lower overall elimination rates (Equation 3.32).

Uptake from sediment

Information on the uptake of organic chemicals from

sediment by aquatic organisms is relatively scarce. It is

assumed that the possible significance of uptake from
sediment occurs in two extreme situations:

1. Organisms are able to digest sediment, in which
event sediment acts as food and the total amount of
chemical which is taken up from sediment depends
on both the rate of sediment ingestion and the uptake
efficiency.

2. Organisms are completely unable to digest sediment,
in which event the uptake of the chemical by the
organism from sediment will be determined by

both the desorption rate constant of the chemical
from the sediment and the sediment residence time
in the gastrointestinal tract. If it is assumed that the
sediment ingestion rate is very high, the desorption
rate will probably determine the uptake efficiency.

Uptake from water, food and sediment

Table 3.6 illustrates the flow rates and uptake efficiencies
of organic chemicals for the uptake routes water, food
and sediment in guppy, rainbow trout and clam. The
relative contribution to the uptake of hydrophobic
chemicals from food and sediment can be calculated with
Equations 3.47 and 3.48 (see below).

where

f = feeding rate (kg; 4/ (kgp,, - )

E = uptake efficiency from food (f),
water (w) or sediment (s)

C = concentration in food (f; mol/kg),
water (w; mol/L) or sediment
(s; mol/kg)

Vy = flow of water passing through
gills (L/(kg,,, - d))

S = amount of sediment passing the
GIT (kgsediment/ (kgbw -d))

BCF = bioconcentration factor (L/kg)

Kp = soil-water partition coefficient (L/kg).

When the data from Table 3.6 are entered in Equations
3.47 and 3.48, the relative contribution of uptake
from food and sediment compared with water can be
determined. For guppy, uptake from food becomes
important for hydrophobic chemicals with a BCF
greater than 100,000; the same applies to rainbow trout
for chemicals with a BCF greater than 12,000. Uptake
from sediment may be important for chemicals with a K
greater than 1,500 in the case of guppy, and greater than
1,700 in the case of clam.

Methods for measuring biomagnification

Biomagnification can only be measured when sufficient
information is available on the type of food, the amount
of food ingested, the uptake efficiency from food as well
as excretion processes. A simple model as described

(food) + (water) = (f - E,Cy) + (Vo E,Cy) = (f- Ep) + (V,,

WTW W

(sediment) + (water) = (S - E,C,) + (VE,C,) =(S - E) + (V E,/ Kp)

E,, / BCF)

(3.47)

(3.48)
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Table 3.6. Flow rates and uptake efficiencies of organic chemicals from water, food and sediment in three aquatic species [69,71]2.

Guppy Rainbow trout Clam
Water E,(-) 0.5 0.65
v, Ukg, ) 2000 240 100
Food E:(-) 0.5
S (Kgrood/ (Kgpwd) 0.02 0.02
Sediment E (-) 0.5° 0.38
S (kg dgiment KEhy'd) 0.1

& E is the uptake efficiency from water (w), food (f), or sediment (s), V, is the rate of water across the gills, f'is the rate of food

across the gut and S is the rate of sediment across the gut.
b Value is assumed to be equal to E;.

above can be used, but usually organisms have multiple

food sources, each having its own specific contaminant

concentrations, uptake rates and efficiencies. Recently,

a dietary test [73,74] has been developed that exposes

fish to chemicals via the diet, and measures both the

uptake rate during exposure as well as depuration when
fish are transferred to clean food. This approach allows
for determination of the elimination half-life, dietary
assimilation efficiency and biomagnification factor. It
also allows for the determination of the bioconcentration
factor when it is assumed that the uptake rate can
be derived from allometric relationships. Dietary
bioaccumulation tests are practically much easier to
conduct for poorly water-soluble substances than the

OECD 305 guideline [34], because a higher and more

constant exposure to the substance can be administered

via the diet than via water. A further advantage is
that multiple substances, including mixtures, can be
investigated in a single test.

Invertebrate  accumulation studies generally
involve sediment-dwelling species (such as annelids
(oligochaetes) and insects), although molluscs may
also be tested. Like the fish dietary test, the spiking of
sediment circumvents exposure problems for poorly
soluble substances. Several standardized guidelines exist
or are in development:

* ASTM E1022-94 describes a method for measuring
bioconcentration in saltwater bivalve molluscs using
a flow-through technique [35]. A similar test is
described in OPPTS 850.1710 [37].

e Proposed OECD test guideline for a bioaccumulation
test with benthic oligochaetes [74]. Worms are
exposed to the substance by means of spiked
(artificial) sediment. The worms are then transferred
to clean sediment and allowed to depurate. Results
may be expressed as a ratio of the concentration in

worms and sediment at steady-state (either as a BAF
or BSAF), although the kinetic value is generally
preferred. A similar test is described by the ASTM
[75].

e The ASTM [75] describes several bioaccumulation
tests with spiked sediment using a variety of
organisms.

Many of these are based on techniques used in successful

studies and expert opinion rather than a specific standard

method. Non-standard tests may also be encountered in
the scientific literature, involving many species.

Bioaccumulation models

Food chain or food web models can be used to predict
bioaccumulation in aquatic and terrestrial organisms [30]
and humans [66] These models integrate uptake from
water, air and dietary sources such as detritus (water or
sediment), plants or animals.

Concentrations in organisms in a food chain can be
modelled by linking a set of Equations 3.46 to describe
uptake from water and consecutive food sources. The
following equations describe concentrations in a food
chain consisting of algae (C,), daphnids (Cp,) and fish
(Cp). Algae are exposed to water, daphnids are exposed
to water and algae, and fish (e.g., carp or bream) are
exposed to water, sediment and daphnids:

see next page (3.49)
Rates for ventilation, food uptake, growth and
reproductive effort can be estimated based on allometric
equations (Equation 3.39). Bearing in mind that the BCF
and the BMF can be expressed as ratios of rate constants
(Equation 3.34 and 3.42), the steady-state concentrations
can be calculated as:
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see below (3.50)
where
dy = proportion of diet item X in the diet

of a species [-] with 0 <d <1.

Where species have several dietary sources, a more
complex food web exists where fluxes between different
species can occur simultaneously. Such a model is
mathematically very similar to multimedia models
as described in Section 4.5. The great advantage of
these models is that food webs of any dimension can
be described with as many food sources as required,
and concentrations in all species can be calculated
simultaneously [76]. In general, food web models
successfully predict steady-state concentrations of
persistent halogenated organic pollutants which are
slowly metabolized [77,78]. However, these models
are still relatively difficult to use for screening a large
number of chemicals.

A different, simpler approach can be taken by
estimating the BAF of species at different trophic
levels that account for both water and food uptake with
empirical regressions [79] or a semi-empirical BAF
model [19]. These are calibrated on measured BAF data
and calculate a maximum BAF for persistent organic
chemicals in selected generic trophic levels (algae,
invertebrates and fish). The only required input is the K_,
value for the chemical. The main discrepancies between
model predictions and measured BAF values often are
due to biotransformation of a chemical by the organism
(Section 3.6) and to an overestimation of bioavailable
concentrations in the water column and in sediment
(Section 3.7).

3.3.5 Accumulation in terrestrial plants

In terrestrial ecosystems, plants have the greatest

primary producers is therefore important. Metal uptake
from soil in vegetables has been studied [80], but in
the following we will focus on organic contaminants.
When exploring xenobiotic uptake in plants, it is useful
to distinguish between uptake into roots and uptake into
foliage.

Uptake into roots
Chemicals in soil can be transferred to the root surface
via the soil water, via the gas phase in soil pores, or
via direct contact with soil particles. From the surface,
the chemicals may pass through the epidermis into the
cortex (outer tissue of the root). The cortex is separated
from the vascular tissue of the root by the endodermis.
Passage through the endodermal pores depends on
chemical polarity and the molecular configuration of the
xenobiotics. Once across the endodermis, xenobiotics
can migrate via bulk transport with the sap in the xylem.
Xylem is the principal transport system for conducting
water and minerals upward from the roots. Transport
through the xylem is induced by evapotranspiration
of water vapour from the foliage to air. If the chemical
overcomes the endodermal barrier and is effectively
transported in the xylem, it may leave the root system via
the stem and eventually be released from the foliage to the
atmosphere. At every stage along this journey, transport
of the chemical can be retarded due to partitioning into
plant tissues or chemical transformation (which can lead
to bound residues or mobile transformation products).
Organic contaminants are generally taken up into
roots passively, i.e., the plant does not expend energy
to regulate the level of the chemical in the roots. Thus
the maximum capacity of the roots to store a chemical
is defined by the equilibrium partition coefficient of the
chemical between the root and the surrounding medium.
Similarly to Equation 3.54 below, the root-soil water

partition coefficient K, ... can be approximated by:

biomass. Understanding bioaccumulation in these see next page (3.51)
dCy I dt = (Vy \Ey ACy) —kCp (3.49)
dCF / dt = (VW,FEW,FCW +f' Ef CD + SESCS) - kCCF
Cy, =BCF, - C, (3.50)

Cp = BCFp, - C,, +d, - BMFp - C,,

Cp = BCFg - C,, + dg - BMFp - Cg + dp - BMFp - Cpy
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where
oot-water = dimens.ionless root-water partition
coefficient (m3/m?)
Y,y root = volume fraction of air in the root
(m3/m3)
Vir-root = volume fraction of water in the root
(m3/m3)
Viroot = volume fraction of lipid equivalents
in the root (m3/m?)
K., = octanol-air partition coefficient of the
chemical (m3/md).
Note that K is defined for the chemical

. .root—v.vater K .
concentration in soil solution. When assessing root uptake

with respect to the bulk soil concentration, soil properties
also play a role. A strong tendency to partition to soil
solids (i.e., a high organic carbon content of the soil or
a high K of the chemical, Equation 3.52) will reduce
the chemical concentration in the soil solution, and hence
reduce the uptake into roots. Therefore, the root-soil
partition coefficient is largely independent of K,

Briggs et al. [81] measured a bioconcentration
factor for roots (BCF, ), defined as the quotient of the
chemical concentration in the roots and the chemical
concentration in the aqueous solution surrounding the
roots. They developed an empirical equation to predict
BCF

root.

BCE,, = 1007718 Kou =132 g7 (3.52)
where
BCF root-water bioconcentration factor

(L/kg wet root).

For hydrophilic chemicals with log K, < 1, BCF,_, is
constant at 0.82. This can be explained by partitioning
of the chemical into the water in the root (i.e., 0.82 in
Equation 3.52 is equivalent to v,_ . in Equation 3.51).
For more lipophilic chemicals with a higher K, sorption
of the chemical to the root solids becomes important, and
BCF,,, increases with increasing K. This increase is
less pronounced than predicted by Equation 3.51, but
this may be due to the higher K, chemicals not reaching
equilibrium with the root tissue (see below). Equation
3.52 was demonstrated up to a log K of ~4.
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Figure 3.24. Transport of organic chemicals within plants as a
function of K ; adapted from Briggs et al. [81]. From: Trapp

and Matthies [88]. With permission.

Compounds with higher K have been observed to
be present primarily on the surface of roots [82]. It would
appear that their partitioning into root solids is limited
by their rate of transport into the root [83]. In addition,
the fraction of the chemical in soil that is dissolved in
soil water may be so low that transfer of the chemical
from soil particles directly to the root surface and/or
incorporation of soil particles in the (analyzed) root
tissue may be the dominant uptake mechanisms.

Food safety is one issue where organic contaminant
uptake in roots may be particularly relevant. In this
context it is important to differentiate between root
vegetables (e.g., carrots) and tubers (e.g., potatoes). A
tuber is not a root morphologically, but rather a modified
stem. It does not serve to supply water to the foliage; but
rather receives its water and nutrients via the phloem
from the foliage. Hence chemical uptake from soil is
limited to diffusion through the tuber, and uptake can be
expected to be considerably slower than for roots, at least
for more polar chemicals [84].

The transport of soil contaminants to foliage is
another potential consequence of root uptake. The
analogy of a chromatographic column has been used
to describe this process, with the aqueous xylem sap
as the mobile phase and the hydrophobic root tissue as
the stationary phase [85]. The greater the partitioning

K

root-water —

K

a-root ~ Mair-water

K

* Vw-root T Vieroot * Koa

1%

(3.51)
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coefficient between the stationary and mobile phases, the
greater the retention time of the chemical on the column,
i.e., the more slowly the chemical will move through the
root. Briggs et al. [81] quantified this process using the
transpiration stream concentration factor (TSCF), the
quotient of the chemical concentration in the xylem sap
sampled in the stem and the chemical concentration in
the aqueous solution surrounding the roots. They found
TSCEF to be related to K, (see Figure 3.24), and derived
the following equation:

(log K,,,, — 1.78)

TSCF=0.784 ¢ 244 (3.53)
where
TSCF = transpiration stream concentration

factor (dimensionless)

Although Figure 3.24 shows considerable variability, a
clear decrease in TSCF can be seen for chemicals with
log K, > 2. This can be attributed to the increased
retention of these chemicals on the root “‘chromatographic
column”. The decrease in TSCF for chemicals with log
K, <2 may be attributable to dissociation of these more
polar chemicals coupled with the reduced permeability
of the endodermis to ionic organic molecules [89].
One family of plants, namely Cucurbitaceae, deviates
markedly from the behaviour illustrated in Figure 3.24.
Members of this family, e.g., zucchini (courgette) and
squash, can take up large quantities of very hydrophobic
chemicals from soil [90]. The mechanism by which this
occurs has not yet been elucidated.

To estimate the flux of chemicals from the roots to the
foliage, a simple approach is to multiply the TSCF by the
plant transpiration rate and the chemical concentration in
soil pore water [88]. However, this approach neglects the
temporal dimension of the root chromatography and other
processes, such as root growth, that can be important for
chemicals with a higher K_ . For an example of a more
sophisticated modelling approach, see Trapp [90].

Uptake into foliage

Contaminants can enter the foliage either via the stem,
as discussed above, or from the atmosphere. The aerial
parts of the plant, including the foliage, are covered by
a cuticle which acts as a barrier to reduce water loss
from the plant, and prevents penetration of airborne
particles. The cuticle is covered in cuticular waxes. The
leaf surface also contains small pores, or stomata, which
open and close according to environmental conditions.
The stomata play an important role in regulating gas

Atmosphere (Cp)
iKCA Kwa
Cuticular membrane phase (C¢) _
Prew
Water phase (Cy)
{ Kew $ Kiw 3 Kew
Carbo- Lipids Protein
hydrate phase phase
phase () (Cp)
(Ce)
A A ~  Stomata S LS O

Figure 3.25. Multiple-compartment model for bioaccumulation
of organic chemicals from the atmosphere in plant leaves. C
is concentration. K is distribution coefficient, subscripts c, w,
a, f, 1 and p refer to cuticle, water, air, carbohydrate, lipid and
protein. Reprinted from [92]. Copyright Elsevier.

exchange processes and in transpiration. Chemicals
from the atmosphere can enter the foliage through the
cuticle or the stomata. Once incorporated in cuticular
waxes, a chemical may diffuse through the cuticle, the
epidermal cells, the mesophyll cells, and eventually
reach the phloem (the stream that carries assimilation
products from the leaves to the stem and the roots).
Chemicals entering the cells through the stomata bypass
the cuticular barrier. The permeation rates of chemicals
through the cuticle vary widely for different species and
environmental conditions. Permeation is related to the
hydrophobicity and molar volume of the chemical, as
well as to the cuticle structure and composition [91].
Organic contaminants are generally taken up into
and released from foliage passively, i.e., the plant does
not expend energy to regulate the level of the chemical
in the foliage. Thus the equilibrium partition coefficient
of the chemical between the foliage and the surrounding
air (Kfoliage_air) plays an important role in regulating
exchange of the chemical with the atmosphere. To
estimate Kfoliage_air, the foliage can be treated as a
mixture of several different phases, such as air, water,
lipids, carbohydrate, cuticle, and protein (Figure 3.25).
The protein and carbohydrate compartments are often

neglected and Kfoliage-air approximated by [93]:
Kfoliage—air = Vatol T Vw-fol / Kaw T Vifor Koa (3.54)

where
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I(foliage_air = foliage-air partition coefficient
(m3/m3)

Vysol = volume fraction of air in the foliage
(m3/m3)

Vil volume fraction of water in the foliage
(m3/m3)

Vifol = volume fraction of lipid equivalents in
the foliage (m3/m?)

K., = octanol-air partition coefficient of the

chemical (m3/m3).

Values of 0.19, 0.7, and 0.01 have been used as generic
values for v ¢, v ¢ and v, ¢, respectively. Equation
3.54 yields only a rough approximation of Kfoliage_air.
For instance, the Kfoﬁage_alir of a given chemical has been
shown to vary by more than one order of magnitude
between different plant species with similar lipid contents
[94].

One factor that distinguishes foliage-air partitioning
from root-soil partitioning or biota-water partitioning
is its strong temperature dependence. A change in the
foliage temperature of 25°C, a not atypical diurnal
variation, can change I(foliag(,’_air by more than one
order of magnitude [95]. Consequently, the foliage-
air exchange of a chemical can be a considerably more
dynamic process.

Another feature that distinguishes foliage uptake
from root uptake is that transport to the plant surface is
typically the limiting step for foliage uptake, whereas
it is usually transport within the plant for root uptake.
Therefore, it is necessary to examine the different
atmospheric deposition processes in some more detail.
These include:

1. Deposition of gaseous chemical.

2. Dry deposition of chemical sorbed to dust or
atmospheric particulate matter.

3. Wet deposition of contaminants dissolved in water
droplets or sorbed to particulate matter.

4. Deposition of resuspended soil particles.

5. Direct application, as for example in the use of
pesticides.

Furthermore, it is necessary to consider the manner by

which chemicals can be eliminated from foliage. These

include:

1. Volatilization.

2. Shedding of the leaves or leaf parts.

3. Transport with the phloem.

4. Chemical transformation.

Deposition of gaseous chemical is a diffusive process
governed by a diffusion gradient between the atmosphere
and the foliage. This gradient is defined by the
difference between the gaseous chemical concentration
in the atmosphere (Cair_gas), and the gaseous chemical
concentration that the atmosphere would have if it were
in equilibrium with the foliage. The latter is equal to the
concentration in the foliage (Cfohage) divided by Kfoliage_
air’ If Cair—gas > Cfoliage / Kfoliage—air’ then there will be
net diffusion from the atmosphere to the foliage, i.e.,
deposition. If C; - oas < Cfoliage / Kfoliage_air, then there will
be net volatilization. In analogy to Equation 3.17, the
mass flux Ngas is equal to:

see below (3.55)
where
Nfoliage_ oas = air to foliage chemical flux by gaseous

deposition (mol/h, a positive value
means net deposition, a negative
value net volatilization)

deposition velocity for gas transfer to
foliage (m/h)

k foliage-gas =

Afoliage surface area of the foliage (n}z) .
airgas = 8aseous chemical concentration in the
air (mol/m3) where
Cair—gqs =(- FRaerogol) '. Cair .
Cfoliage chemical concentration in the foliage
(mol/md).

kfoliage_gas, the deposition velocity for gas exchange
between the atmosphere and the foliage, depends on
the shape and surface properties of the leaf, the surface
roughness of the foliage canopy, and meteorological
conditions. In general, the more exposed the foliage and
the more turbulent the atmosphere, the larger kfoliage_
aas will be. Afoﬁage, the foliage surface area, must be
defined using the same reference planes as for kfohage_
aas (the alternatives include the plane of the leaf or the
(horizontal) plane of the canopy). Values of kfoliage_g€ls
that have been measured using the plane of the canopy
as the frame of reference are 8 m/h for grassland [96],
28 m/h for a mature coniferous forest, and 130 m/h for a

mature deciduous forest in temperate latitudes [97].

N, foliage-gas — kfoliage—gas ’ Afoliage (C

air-gas Cfoliage / Kfoliage—air)

(3.55)
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Dry deposition of xenobiotics associated with
atmospheric particles is a complex process. The flux
to the surface of the foliage depends on the size of the
particles that the xenobiotic is associated with, the
meteorological conditions, the orientation of the leaf
surfaces, and the aerodynamic “roughness” of the
canopy, while the retention of the xenobiotics on the leaf
depends on the stickiness of the particles and the leaf
surface, as well as the rate of removal of the particles
from the surface. The latter can be greatly influenced by
precipitation, but precipitation is also a vector of particle
associated xenobiotics to the leaf surface as a result of
particle washout and scavenging in the atmosphere.
Rather than trying to resolve the complexities of this
process, a more pragmatic approach is generally taken in
which an average net deposition velocity for a particle-
associated chemical is employed:

vd,

foliage-part

C (3.56)

N, foliage-part = Afoliage " “air-part

where

air to foliage chemical flux
by deposition of aerosol
associated chemical (mol/h)

N, foliage-part

vdfohage_pm = net de.position ve;locity for. aerosol
associated chemical to foliage
(m/h)
Afoliage = Surf?.CG area of the foliag.e (m?)
air-part = partlcle—as.som.ated ch.emlcal
concentration in the air (mol/m?
air) (Cair—part =F Raerosol ’ Cair)'

The same care must be taken to define a plane of
reference for A and k as for gaseous

o . foliage-part
deposition. kfoliage—pa_rt is typically lower than k.

oliage-gas*
For instance, for the grassland mentioned above, the
corresponding kfoliage—pa.rticle was 3 m/h for a range of
xenobiotics of pyrogenic origin (PCDD/Fs and PAHs)
[96], For an extensive review of particle-bound deposition
of xenobiotics to foliage, see Smith and Jones [98].

As outlined in Section 3.2.5, chemicals can also be
deposited dissolved in precipitation. This is the major form
of atmospheric deposition for chemicals that preferentially
partition into water. These tend to be the same chemicals
that are taken up efficiently from soil into roots.

Soil particle resuspension, for instance by rain splash,
can be an important source of contaminants in foliage.
Adhesion to and retention of soil particles on the leaves are
important determinants of the extent of contaminant uptake
in foliage. Like the deposition of atmospheric particles, the
adhesion and retention of soil particles will depend on the

foliage

properties of the particles and the plant surface, as well as
the meteorological conditions. This pathway is most likely
to be important for chemicals with high K, [99]. The
mass loading of resuspended soil particles on the foliage
of agricultural crops, such as grass and corn, ranges from
0.2 to > 20% of soil per dry weight plant [98]. Values at
the lower end of the range quoted above can be expected
under most conditions. This pathway can be particularly
important for indirect human exposure, where harvesting
practices can result in additional incorporation of soil into
fodder fed to livestock.

Direct application of chemicals to plants, e.g., via
biocide application, typically leads to a situation where
the levels of chemical in the foliage are high compared
to the surrounding air and soil. Chemical uptake will not
continue; rather, the levels of the chemical in the foliage
will then be determined by the elimination processes.
Elimination may occur via volatilization as described
in Equation 3.5, or it may occur via transformation of
the chemical. In addition, some plants shed portions
of their cuticular waxes under certain conditions, and
this shedding can be a meaningful loss mechanism for
contaminants associated with these waxes. Shedding of
leaves is the most important elimination mechanism for
persistent chemicals with high Kfoliage_air values. Weak
acids can also be transported via the phloem in the plant’s
vascular system. In this way, some pesticides can be
transported from the foliage to the roots and other plant
organs [100]. Finally, plant growth can be viewed as a
form of elimination, as the production of new biomass
dilutes the xenobiotics in the foliage, giving lower
concentrations.

Elimination processes do not influence xenobiotic
levels following direct application only. Xenobiotic
levels in foliage are always determined by the balance
between uptake and elimination rates. Volatilization,
transformation, shedding, and export via the phloem tend
to lower the concentrations in the foliage and, in general,
these processes ensure that the levels in the foliage stay
at or below the concentration that would be expected
if the plants were in equilibrium with the atmosphere.
There is, however, an interesting exception. Persistent
chemicals with a low K and a high Kfoliage_air value can
accumulate in foliage to much higher levels than could be
obtained by equilibration with the air or the soil. This is
because these chemicals are readily taken up by the roots
and translocated to the foliage, while their volatilization
from the foliage is comparatively slow. Hence the
contaminants are “pumped” via the translocation stream
into a foliar “trap” [88]. This is the plant equivalent of
biomagnification.
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Factors influencing bioaccumulation in plants

From the above discussion it is clear that a multitude
of factors influence bioaccumulation in plants. These
include the properties of the chemical (e.g., K ., K,
size, dissociation), properties of the plant (e.g., lipid
content, leaf orientation, leaf and canopy roughness,
shedding of foliage, transpiration rates), properties
of the soil (e.g., organic carbon content, properties
affecting transfer of soil to foliage), and properties of the
atmosphere (e.g., temperature, wind speed, particle size
distribution, precipitation). It is the interaction of these
variables that determines the plant accumulation in a
given situation. The reader is referred to McLachlan [99]
for an analysis of the factors affecting bioaccumulation
in foliage.

Models of accumulation in terrestrial plants

The approaches used to model bioaccumulation in aquatic
organisms can also be applied to plants. The basis of all
models is a mass balance equation describing the rate of
change in chemical inventory in a given compartment as
the difference between the rate of chemical uptake and
the rate of chemical elimination.

d(Vplant ’ Cplant) /dt= Nplant uptake ~ Nplant elim (357)
where
Vojant plant volume (m?)
plant concentration in the plant

compartment modelled (mol/m?)

Nplant uptake chemical flux to the plant
compartment modelled by all
pathways (mol/h)

Nplant elim = chemical flux from the plant

compartment modelled by all
pathways (mol/h).

The uptake and elimination fluxes can be calculated on
the basis of the equations and information given above.
A number of different models have been developed
with varying degrees of sophistication depending on the
intended application. One-compartment models of just
the foliage or just the roots have been utilized, as have
multi-compartment models that include both roots and
foliage, as well as other plant organs [e.g., 84, 101].

3.3.6  Accumulation in terrestrial invertebrates

Uptake from soil pore water often constitutes an
important source of uptake for animals which are in
continuous contact with soil, such as earthworms,

Soil
Solids «—> Solution
Ky
A

soil ingestior\A lBCF
uptake from food \\ _________________ ,

Earthworm

metabolism .
; «—
reproduction

growth

Figure 3.26. Processes affecting the concentration of
Thick

equilibrium partitioning theory; thin lines represent processes

xenobiotics in earthworms. lines represent the
that may influence the validity of this theory. From Jager
[102]. Copyright ©1998. Reprinted by permission of Alliance

Communications Group, Allen Press, Inc.

nematodes and other small or soft-bodied invertebrates.
For many other terrestrial invertebrates, ingested food
is the primary route of uptake of contaminants. Animals
may feed on living plant material (phytophagous), dead
organic matter (saprophagous), or on living animal
material (predacious). For many invertebrates, prediction
of bioaccumulation depends on the properties of the
substance, the soil, and the species in question.

A significant part of the invertebrate biomass in soil
consists of earthworms (Oligochaeta). These feed on
organic material in the soil, and respiration takes place
via the skin. Bioaccumulation of organic chemicals in
earthworms can be described based on partitioning of the
chemicals between the soil, pore water and the internal
phases of the worm, lipid and water.

The first process that determines uptake is sorption
of the chemical to soil, as determined by the solids-
water partition coefficient Kp (Figure 3.26), and is
used to calculate the pore water concentration from
the total concentration in soil. The second process is
bioconcentration in the earthworm from the pore water.
The BCF was modelled by Jager [102] with the following
equation:

0.84 +0.012- K,

BCF, .1, = (3.58)
carworm RH Oearthworm
where

BCF,, ,worm = the earthworm bioconcentration
factor (L/(kg wet wt.)).

K., = the n-octanol-water partition
coefficient

RHO,, 4 worm = the density of the earthworm

(set at 1 kg wet wt./L)
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Table 3.7. Dietary uptake efficiencies for cadmium (Cd) in terrestrial invertebrates [109].

With kind permission of Springer Science and Business Media.

Species Food Cd concentration Uptake efficiency (%)
in food (umol/g)

Snail agar 1.48 55-92
Isopod poplar leaves 0.03-0.37 10-60
Centipedes isopod hepatopancreas 1.21-10.2 0-7
Millipedes maple leaves - 8-40
Pseudoscorpion collembolans 0.2 59
Mites green algae 0.15 17
Insects green algae 0.09-0.15 9

collembolans 0.23 35
Several processes can lead to concentrations in  different factors than for organic chemicals. Species
earthworms that deviate from this prediction.  differences are observed that may be related to differences

Biotransformation of substances in the worm could
lead to a lower BCF than predicted, but is generally not
expected to play a major role, due to the more limited
metabolic capacity of invertebrates. There are many
examples where biotransformation in invertebrates plays
a minor role, e.g., PAHs [103].

The data collected by Jager [102,104] and Jager et al.
[105] do not indicate that the food exposure route actually
leads to much higher body residues than expected on the
basis of bioconcentration alone, in contrast to previous
findings [106]. The uptake of chemicals from soil
particles in the gut of the earthworm is limited, most
likely due to the limited capacity for digestion of food in
the earthworm gut, thereby causing only a small increase
in chemical potential in the gut.

Field data indicate that the worm model overpredicted
the earthworm accumulation, when estimating the
soil pore water with a partition coefficient based on
the K . [107]. Reliable estimation of soil pore water
concentrations strongly depends on the QSAR used to
calculate the pore water concentration. Many factors
are responsible for an overestimation of soil pore water
concentrations, most notably depletion of the substance
in the pore water (due to e.g., slow desorption kinetics),
biodegradation etc. In cases where the soil pore water
concentration can be reliably determined, the BCF
earthworm model can be applied [108], including
for substances with a high K . In general, the BCF
model is correct but pore water concentrations are
often overestimated using standard QSARs to estimate
the Kp, leading to a conservative estimate of worm
concentrations.

Uptake of metals by invertebrates is determined by

in feeding physiology and trace element requirements.
For instance, large differences between almost zero and
approximately 90% in the uptake efficiency of cadmium
(Table 3.7) have been observed for different species
[109]. The uptake efficiency of cadmium corresponds
well with food uptake efficiency. This suggests that the
mechanisms determining the amount of assimilated
metals are related to those regulating food uptake and
the assimilation of nutrients. The general differences
found between detritivores, herbivores, and carnivores
are related to food digestibility and the distribution of
elements between egested and digested fractions. In
addition, absorption and elimination rates generally
decease with species weight [31]. The exposure
concentration generally influences uptake rates due to
some form of saturating uptake kinetics.

The distribution of metals over the various
invertebrate organs and cell fractions is usually far from
uniform. In earthworms, metals accumulate mainly in the
chloragogenous tissue that lines the gut, while in snails,
metals accumulate in the midgut gland, the gut and
the foot. Related species have a characteristic internal
sequestration over cell fractions and organs, but the
relative accumulation potential differs between species
[110]. The distribution of metals over the various binding
sites inside the cell is affected by the binding affinity
of the endogenous ligands, the number of binding sites
and the presence of competing metals [111,112]. Metals
specifically bind to metal-rich granules in the cell, and
to the inducible metal-binding proteins. Metal-binding
proteins similar to mammalian metallothionein have
been identified in various terrestrial invertebrates, such as
slugs, midges, freshflies, cockroaches and earthworms.
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Figure 3.27. Food as a major source of contaminants for mammals and birds in a simplified food web. 1=Application of spray,

2=Drinking from leaves/crop, 3=Ingestion of granules/treated seeds, 4=Bioconcentration soil-worm, 5=Drinking from surface water,

6=Bioconcentration water-fish, 7=Consumption. From USES [113].

The rate of synthesis of this protein is considered a key
factor in metal regulation, where the protein acts as a
first scavenger of metal in the cytosol. Metal binding
to metallothionein may diminish its binding to other
molecules, including those which are the targets for
metal toxicity. The inducibility of metal proteins differs
between biological species. It seems that the metal
binding to the inducible metallothionein offers protection
against short-term metal exposure, while the granules are
a sink for metals, to protect against long-term exposure
[110].

Metal elimination processes in invertebrates are also
species-dependent. The springtail Orchesella cincta
is an invertebrate with a unique excretion mechanism.
Excretion of metals occurs through exfoliation of the
mid-gut epithelium at every moult, which is very regular.
This excretion mechanism is an important component in
cadmium tolerance [111]. Excretion of metals in isopods
depends on the storage in the hepatopancreas of metals
which are not available for elimination.

Bioaccumulation of organic chemicals in terrestrial
invertebrates can be understood using the principles
of equilibrium partitioning for reasonable worst-case
predictions. Partitioning of the chemical over the
different phases in soil can lead to lower estimates of
bioavailability, e.g., due to slow desorption of chemicals
and complexation to organic and organic ligands in

pore water. For metals, speciation in soil and metal
partitioning over cell fractions and organs complicate the
prediction of metal accumulation. This will be discussed
in more detail in Section 3.7.

3.3.7 Accumulation in mammals and birds

Higher organisms, such as mammals and birds, are
toppredators, and form the end point of biological
pathways along which contaminants may accumulate in
increasing concentrations. Thus they may be subject to
adverse effects.

Food is the major route of uptake for mammals and
birds (Figure 3.27). Essential to bioaccumulation is
the choice of food. Plants and lower organisms are the
prey of mammals and birds. Since the concentrations
of contaminants vary significantly between the prey,
the choice of food largely determines the concentration
of contaminants in higher organisms. Polar bears as
well as the Inuit people contain high concentrations of
PCBs due to the fact that fish is their major food source:
fish that has accumulated high concentrations of PCBs.
Herbivores contain fewer hydrophobic chemicals, but
may consume more metals, due to deposition on leaf
surfaces.

Significant differences may also occur within the
same region where animals have different feeding
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Table 3.8. Geometric mean cadmium and lead concentrations in liver and kidney of three small mammals in De Kempen,
a highly polluted area in The Netherlands [114,115].

Species Organ Cadmium (ug/g) Lead (ug/g)
Talpa europaea kidney 180 48

liver 152 13
Sorex araneus kidney 127 36

liver 155 3.1
Microtus agrestis kidney 1.8 4.2

liver 0.33 1.2

strategies. For example, the mole Talpa europaea
predominantly feeds on worms and insect larvae, the
mouse Sorex araneus preys on worms as well as on
small insects and snails, while the mouse Microtus
agrestis pre-dominantly eats grass stems, fruit and seed.
Worms and insects accumulate heavy metals to a large
extent, while plants do not. The result is that the kidneys
of the mole and the mouse Sorex araneus may contain
high concentrations of cadmium and lead, while the
herbivorous mouse Microtus agrestis contains very low
concentrations of these metals (Table 3.8).

When the exact composition of the diet, the
concentration of the contaminant in the diet items and the
uptake efficiencies are available, uptake from food can be
modelled using Equation 3.39, for example. Other models
take a different approach, focusing on bioenergetics.
These models try to relate the amount of energy a higher
organism requires for growth, reproduction, warmth,
migration, etc., to the amount, caloric content and
digestive efficiency of the food they ingest [116,117].
For example, warm-blooded animals such as mammals
have low growth efficiencies compared to cold-blooded
animals, such as fish, due to homeothermy and the
associated high activity level. This means that relative
food intake in Equation 3.39 will be higher for mammals
than for a fish, and relative growth will be slower thus
leading to less growth dilution in mammals than in fish,
a lower overall elimination rate (Equation 3.32) and
a higher BMF. An essential difference between birds/
mammals and fish/plankton is elimination rates. The
elimination rate drives biomagnification: if it is high
it does not matter how much an organism eats, and no
biomagnification will occur.

Differences in the diet composition, energy
content and digestibility of the diet of herbivorous and
carnivorous birds are responsible for the larger BMF
often observed for carnivorous birds when compared to

BMFs for herbivorous birds. Carnivorous birds not only
eat more food, but also eat more highly polluted food,
both phenomena leading to increased concentrations of
contaminants in carnivorous birds. The earlier example
of the herbivorous mouse and the carnivorous mole and
mouse, illustrates that the same applies to herbivorous
and carnivorous mammals.

Thus, biomagnification of hydrophobic chemicals
which are very slowly excreted will be most pronounced
in birds and mammals that prey on organisms which are
already relatively highly contaminated. Fish-eating birds,
such as the herring gull and the cormorant, as well as
higher animals, such as seals and polar bears, therefore
accumulate high concentrations of such chemicals.

BCFs for meat and milk from cattle have been shown
to be directly proportional to the K_ , on a logarithmic
scale [118].

3.3.8 Methods for measuring terrestrial
bioaccumulation

Hitherto, no standard protocols have been developed
for measuring bioaccumulation in terrestrial
ecosystems, plants and animals. Therefore, the results
of biomagnification studies vary greatly, making it very
difficult to predict or describe biomagnification with any
confidence.

34 ABIOTIC TRANSFORMATION
PROCESSES

3.4.1 Introduction

Following its release into the environment, a

chemical may undergo various biotic and abiotic

processes which modify its chemical structure.
Degradation or transformation of a compound refers
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to the disappearance of the parent compound from the
environment by a change in its chemical structure. When
this change is brought about by microorganisms, the
degradation process is called primary biodegradation
or biotransformation. In this process fractions of the
chemical structure are incorporated into cellular material
or used as an energy source by the organism. Often
micro-organisms are capable of converting the chemical
to simple molecules and ions, such as carbon dioxide,
methane, water and chloride. This process is referred to
as mineralization.

Transformation of chemicals in the environment can
also occur by abiotic processes. The most important
abiotic transformation processes can be divided into four
separate categories:

* Hydrolysis: alteration of the chemical structure by
direct reaction with water.

e Oxidation: a transformation process in which
electrons are transferred from the chemical to a
species accepting the electrons; the oxidant.

* Reduction: the reverse of oxidation; electron transfer
takes place from a reductant to the chemical to be
reduced.

e Photochemical degradation: transformation due to
interaction with sunlight.

Transformation and mineralization processes can alter the
physicochemical and toxicological properties and reduce
exposure concentrations of chemicals released in the
environment. Where biotransformation is carried out by
higher organisms, the formation of polar transformation
products (metabolites) can also provide an important
method of detoxification (Section 3.6), albeit that
metabolism in some cases can cause toxification.

The rate of degradation of a specific chemical
will depend on its availability for reaction, its intrinsic
reactivity, the availability of the reactant and the reactivity
of the reactant. Generally, the availability and reactivity
of both the chemical and the reactant depend to a large
extent on environmental conditions like pH, temperature,
light intensity and redox conditions. This section deals
with the most important abiotic transformation processes
and the main environmental conditions affecting
kinetics and product formation. It will be shown that
the quantification of transformation processes requires
careful consideration of the intrinsic chemical properties
due to the variable nature of the environmental system.
3.4.2 Hydrolysis
The chemical reaction of organic compounds with water
is called hydrolysis. In a typical hydrolysis reaction

hydroxide replaces another chemical group. Figure 3.28
shows a number of hydrolytically unstable compound
families and the products formed by hydrolysis. However,
certain functional groups, including alkanes, alkenes,
benzenes, biphenyls, (halogenated) polycyclic aromatics
(e.g., PAHs and PCBs), alcohols, esters and ketones, are
often inert to hydrolysis.

The importance of hydrolysis stems from the fact that
upon introduction of a hydroxyl group, additional polar
products are formed which are more water soluble and
are generally less lipophilic than the parent compound.
Hydrolysis reactions are commonly catalyzed by
hydrogen or hydroxide ions. Because the concentrations
of hydrogen ion [H*] and hydroxide ion [OH"] change by
definition with the pH of the water, the rate of hydrolysis
directly depends on the pH. It is generally observed that
hydrolysis reactions proceed according to a pseudo first-
order reaction:

-dC/dt=k - C (3.59)
where
dC/dt = the decay of the concentration of the

chemical undergoing hydrolysis is as a
function of time

the chemical concentration

the pseudo first-order rate constant for
hydrolysis at constant pH.

The constant k, contains the contributions of the acid
and base-catalyzed processes and the contribution from
hydrolysis due to water attack. Because water is always
present in excess, its concentration is not affected
by the course of the hydrolysis process taking place.
Consequently k, can be rewritten as:

ky=k, - [H]+k, -[OH]+k, (3.60)
where
k, = second-order reaction rate constant for
the acidcatalyzed process (L/(mol-s))
ki, = second-order reaction rate constant for
the base-catalyzed process (L/(mol-s))
k = second-order reaction rate constant for

the neutral hydrolysis process (1/s).

Experimentally, a known quantity of the compound
is introduced into a solution of fixed pH and the
disappearance of the compound is followed over time.
By integrating Equation 3.59, the concentration of the
chemical typically declines exponentially with increasing
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Figure 3.28. Some examples of hydrolytically unstable chemicals and the products formed by hydrolysis. (R, R’, R” represents an
aromatic ring or aliphatic chain and X is a halogen atrom).

time:
From the results of a series of such experiments at
InC=InCy-ky, -t (3.61)  different pH levels, a pH rate profile can be constructed
by plotting the base 10 logarithms of the observed rate
where constants as a function of the pH of the experimental
C, = the concentration at time t solutions. Figure 3.29 shows the pH rate profile of the
G = the concentration of the chemical at hydrolytic transformation of phenyl acetate to yield
the beginning of the experiment acetic acid and phenol. Under acid conditions (pH < 3),
Kobs = the observed pseudo first-order rate specific acid catalysis is the predominant mechanism.

constant (1/s). In this pH region, the logarithm of k_  decreases by a
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Figure 3.29. Hydrolysis pH rate profile of phenyl acetate at
25° C. Profile developed by Burns and Baughman [119] from
rate constant data summarized by Mabey and Mill [120]. With
permission.

unit slope -1 with increasing pH. At less acidic pH (pH
> 4), the hydrogen ion concentration is so small that the
specific acid catalyzed hydrolytic reaction is too slow to
be seen in the profile. Between pH 4 and 6, the neutral
mechanism (independent of pH) predominates. Finally, at
pH > 8, due to base catalysis, an increase of k, directly
proportional with increasing OH concentrations, becomes
visible. The numerical values of the second-order rate
constants k, and k, can be calculated by dividing k
by the molar concentration of either H* or OH", in the
relevant section of the pH rate profile.

34.3 Ocxidation

Oxidation is the chemical process in which an electron-
deficient particle (the oxidant) accepts electrons from
the compound to be oxidized. Examples of oxidants that
occur under environmental conditions in sufficiently high
concentrations and also react quite quickly with organic
compounds are:

¢ Alkoxy radicals (RO-)

*  Peroxy radicals (RO,")

e Hydroxyl radicals (HO-)

*  Singlet oxygen ('0,)

* Ozone (Oy)

Most of these oxidants are directly or indirectly generated
from chemicals that interact with solar radiation,
forming an “excited state” of the molecule. Compounds
in this photo-chemically excited state either react
directly with oxygen or cleave to form radicals which
subsequently react with oxygen. Oxidations are the main

(1) H-atom transfer

| |
RO,»+ H—C— —— ROH+ *C —

R=alkylorH;n=10r2

(2) Addition to double bonds

AN / AN / N /
HO+ orROy*+ C=C—>R0O,C — C+ or HOC—C-

/ AN / AN / AN
R=alkylorH

(3) HO - addition to aromatics

HO-+© — Q

HO H

(4) RO, transfer of 0-atoms to certain nucleophilic species

ROZ' + NO —> RO-+ NOZ

Figure 3.30. The general reaction pathways for environmental
oxidation. From Mill [122]. With kind permission of Springer
Science and Business Media.

transformation routes for most organic compounds in the

troposphere and also transform various micropollutants

in surface waters [121]. Most radical oxidants exhibit

similar chemistry for aliphatic and aromatic structures.

Four common processes are known:

1. H-atom transfer.

2. Addition to double bonds.

3. HO-: addition to aromatics.

4. RO, transfer of O atoms to nucleophilic species.

These general reaction pathways are given in Figure 3.30.

If the rate of oxidation of a specific chemical in aquatic

and atmospheric systems must be predicted, three kinds

of information and data are required:

a. The identities and concentrations of the oxidants in
the environmental compartment.

b. The rate constant for oxidation by each oxidant at a
specific site in a molecule.

c. The kinetic rate law for each process.

The simplest form of the oxidation rate law can be

written as follows:

R, =k, -[C]-[OX] (3.62)

where
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Table 3.9. Half-lives (d) for tropospheric oxidation of various
classes of organic compounds in the northern hemisphere.

Alkanes 1-10
Alcohols 1-3
Aromatics 1-10
Olefins 0.06 - 1
Halomethanes 100 - 47,000
R, = rate of oxidation of a chemical C
(mol/(L-s))
koo = the specific second-order rate constant

for oxidation at a specific temperature
(L/(mol-s))
[C] = molar concentration of the chemical C
[O0X] = molar concentration of the oxidant.

The parameter k contains contributions from each
of the four common oxidation processes listed above.
Although many different kinds of RO,- or RO radicals
may be present in a natural system, the simplifying
assumption can be made that the structure of R has little
effect on its reactivity [122]. Rate constants for reactions
of most radical oxidants are known for a large number
of organic molecules. The concentrations of the major
oxidants in less heavily polluted aquatic and atmospheric
systems are also known. By combining these data it can
be derived that, in general, the hydroxyl radical is the
only oxidant of importance in atmospheric systems. In
aquatic systems the concentration of -OH is so low that
its contribution is negligible compared with RO2- or RO-.
To illustrate the differences in reactivity of the hydroxyl
radical to various organic chemicals, the half-lives for
gas-phase oxidation of various classes of chemicals in
the northern hemisphere are given in Table 3.9.

The half-life is defined as the time required to reduce
the concentration of a chemical by 50%. From this
table it is clear that chloro-fluoro-hydrocarbons (CFCs
or halomethanes), in particular, may remain in the
troposphere for prolonged periods of time. This enables
them to reach the stratosphere, where they pose a threat
to the ozone layer.

3.4.4 Reduction

Reduction is the chemical process by which electrons
are transferred from an electron donor (reductant) to
the compound to be reduced. The redox half-reactions
leading to reduction of a 1,2-substituted alkane are shown
as a diagram in Figure 3.31. In this example, Fe?* is used
as the reductant. Following the transfer of 2 electrons
from 2 molecules of Fe* to the halogenated compound,
Fe3+, the free halide ion and the product of reduction (in
this case ethene) are formed.

It has been shown that reductive reaction pathways
can contribute significantly to the removal of several
micropollutants.  Nitroaromatics, azo-compounds,
halogenated aliphatic and aromatic compounds (including
PCBs and even dioxins) can be reduced under certain
environmental conditions [123]. Reduction can take place
in a variety of reducing (non-oxic) systems, including
sewage sludge, anaerobic biological systems, saturated
soil systems, anoxic sediments, reducing iron porphyrin
systems, solutions of various chemical reagents, as well
as in the gastronomic tract of invertebrate species. It
has also been shown that the reduction rate of specific
halogen compounds depends on environmental factors,
such as the prevailing redox potential, temperature,
pH and the physical and chemical properties of the
micropollutant to be reduced.

As in hydrolytic transformation, usually more
polar products are formed from the parent compound

X X
|
HC—CH, +  2¢ _ H,C=CH, +  2X
2 Fe?* _— 2F + 2¢

X X

|
H,C — CH, + 2Fe? _ H,C = CH, + 2Fe®

Figure 3.31. Example of a reductive transformation: electron transfer from Fe?* to 1,2-dihalogen substituted ethane (X denotes a

halogen atom).
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Figure 3.32. Products formed by reductive dehalogenation of hexachlorobenzene and the corresponding values of log K.

by reduction, which makes them more susceptible to
further chemical attack and less likely to accumulate.
The products formed by reductive dehalogenation of
hexachlorobenzene, for example, are shown in Figure
3.32, together with the corresponding values of log K,
At present, insufficient information is available on the
nature of the reductants responsible for the main reductive
transformations in natural systems. Nevertheless, it has
been shown in most studies that reductive transformations
generally follow pseudo first-order reaction kinetics
(Equation 3.59). Values for the rate constant k (1/s)
have been reported for various chemicals under varying
environmental conditions.

3.4.5 Photochemical degradation

Figure 3.33 gives a few typical examples of photo-
chemical transformation processes. As can be derived
from this figure, interaction with sunlight can initiate

a wide variety of photolytic processes. The primary
requirement for photo-chemical processes is the
penetration of radiation (light, including UV light) in
aqueous and atmospheric environments. Following
absorption of a photon by a compound, the photon
energy either needs to be transferred to the reactive site
within the molecule or transferred to another molecule,
which may subsequently undergo a photo-chemical
transformation. Although all photochemical reactions are
initiated by the absorption of a photon, not every photon
induces a chemical reaction. Besides chemical reactions,
possible processes which excited molecules may undergo
include the reemission of light through fluorescence and
phosphorescence, the internal conversion of the photon’s
energy into heat and the excitation of other molecules.
The fraction of absorbed photons which causes the
desired reaction is termed the quantum yield (®) and is
given in Equation 3.63 (see below).

The quantum yield is always less than or equal to 1.

moles of a given species formed or transformed

moles of photons absorbed by the system

(3.63)
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Figure 3.33. Some typical examples of photochemical transformation processes.

Quantum yields may vary over several orders of mag-

nitude depending on the nature of the molecule which

absorbs light and the reactions it can undergo. Two
types of photochemical conversions are generally distin-
guished:

a. Direct photoreactions, in which the reacting molecule
itself directly absorbs light.

b. Indirect or sensitized photolysis, in which a light-
absorbing molecule transfers its excess energy to an
acceptor molecule causing the acceptor to react.

The direct photoreaction rate of chemicals is proportional

to the absorption of light at a specific wave length and the

quantum yield. The absorption rate constant is directly
related to the light intensity and extinction coefficient
of the compound at a specific wave length. The molar
absorption coefficient and the quantum yield are both
molecular properties. Therefore, in principle the direct

photolysis of environmental chemicals can be described
as a second-order process:

—dC/dtzkp-I- C (3.64)
where

kp = the second-order photochemical
reaction rate constant

C = the concentration of the parent
compound

1 = the light intensity.

Since the rates of all photochemical reactions are

proportional to light intensity, it is evident that the
significance of the phototransformation of a certain
chemical will change with time and place. In this process
factors such as time of the day or year, location (climate)
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and weather (cloud cover) play a major role.

In the aquatic environment, an important fraction
of sunlight is absorbed by dissolved and particulate
matter. This clearly reduces the rates of direct
phototransformation, and changes the solar spectrum
in deeper water layers. However, this dissolved and
particulate matter is also capable of initiating indirect
photoconversions. Given the complexity of these indirect
conversions, and the many variables that influence the
rate of indirect photolysis, it has so far only been possible,
to a limited extent, to derive general, mathematical
equations for rate constants in natural water systems.

Given the various direct and indirect transformations
that can take place due to interaction with solar radiation,
a variety of primary and secondary photoproducts is
often observed. Since penetration of light is usually only
possible in oxic systems, most photoproducts formed
are in an oxidized state, compared with the parent
compound.

34.6 Methods for measuring abiotic degradation
Standard methods for measuring abiotic degradation
are available only for hydrolysis as a function of pH
[124]. In this method, the aqueous concentration of the
test substance is determined as a function of time, at a
specific temperature and a specific pH. The experiments
are carried out for at least three pH values, enabling the
calculation of the contributions of acid and base-catalyzed,
as well as neutral hydrolysis processes. Basically the
same procedure is generally used of following the decay
of a chemical as a function of time, given the action of an
abiotic reagent to measure the contribution of additional
abiotic transformation processes.

In photochemical transformation processes the
amount of light absorbed by the chemical concerned and
the intensity of the light source as a function of wave
length are the main factors determining rates of reaction.
In all the methods for measuring rates of photolysis
described in the literature, these factors are taken into
careful consideration. Often use is made of a reference
compound with well-known absorption characteristics
for which the quantum yield has also been assessed as a
function of wavelength (actinometer) [125].

3.5 BIODEGRADATION
3.5.1

Introduction

Microbial degradation plays a key role in the removal
of synthetic chemicals from the aquatic and terrestrial

environment. Initially it was considered an undesirable
process associated with the diminished durability of
man-made products. However, if biodegradation of a
chemical is too slow it may accumulate in environmental
compartments and organisms and eventually result in
primary and secondary poisoning in the food web. In
addition, it may reduce the quality of drinking water
and affect the various functions of surface waters. The
persistence of chemicals due to resistance to microbial
-attack has been found to be objectionable for several
reasons: aesthetically (plastics, foaming surfactants in
the past), due to the ecological risk (surfactants, PCBs,
DDT, aldrin, etc.) and even as a hazard to human health
(dioxins and pesticides in food and drinking water).
By contrast with non-biological elimination processes
such as hydrolysis or photochemical degradation,
biodegradation in the oxygen-containing biosphere
is, generally, equivalent to conversion into inorganic
end-products, such as carbon dioxide and water. This
phenomenon has been named ultimate biodegradation
or mineralization and may be regarded as a true sink in
aerobic compartments. In the anaerobic environment,
however, microbial degradation processes are generally
much slower and may not always result in complete
mineralization. Transformation of the parent compound
into another organic structure (product) is referred to as
primary degradation or biodegradation.

The organization of heterotrophic micro-organisms is
characterized by catabolic versatility. In order to survive,
more metabolic changes are possible than for higher
organisms. The ability of the organism to make such
changes is called adaptation or acclimatization. Mixed
microfloras, rather than monocultures, are responsible
for the elimination of substances from the biosphere,
and because adaptation of the microbial ecosystem to a
xenobiotic compound is so important, a more operational
definition would be useful. Adaptation can be described
as a change in the microbial community that increases
the rate of biodegradation of a chemical as a result of
prior exposure to that compound. This definition does not
distinguish between mechanisms such as gene transfer
or mutation, enzyme induction and population changes.
The enzymatic machinery of micro-organisms consists of
constitutive enzymes, which are involved in fundamental
metabolic cycles (e.g., hydrolysis), and adaptive or
induced enzymes. These enzymes enable bacteria to
utilize organic compounds which are not appropriate for
immediate use.

Environmental factors affect the population distribution
and biochemistry of bacteria. Sediment and soil are
more or less aerobic unless the oxygen consumption
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Table 3.10. Free energy of redox reactions in the saturated zone of soil. Calculations are based on data from [126,127].

Environment -DG Relative to Reaction

(electron acceptor) kJ) oxygen % equation

Oxygen 472.5 100 0, + CH,0 - CO, + H,0

Nitrate 462.8 97.9 4/5NO; +4/5 H* + CH,0 — 2/5 N, + CO, + 7/5 H,0
Nitrate/nitrite 332.8 70.4 2NO; +CH,0 — 2NO,- +CO, +H,0

Pyrolusite 364.2 77.1 2 MnO, +4 H* + CH,0 — 2 MnZ* CO,+3H,0
Manganite 320.9 67.9 4 MnOOH + 8 H* + CH,0 — 4 MnZ* + CO, +7H,0
Hausmannite 330.6 70.0 2Mn;0,+12H*+CH,0 — 6 Mn2* + CO, +7H,0
Hematite 60.0 12.7 2 Fe,0; +8 H* + CH,0 — 4 Fe?* + CO, + 5 H,0
Magnetite 27.1 5.7 2 Fe;0, +12H*+ CH,0 — 6 Fe?* + CO, +7H,0
Sulphate 98.1 20.8 172 SO42‘ +H*+ CH,0 — 1/2H,S + CO, + H,0

H2 production 26.0 5.5 H,0 +CH,0 — 2 H, + CO,

Methanogenic 91.4 19.3 CH,0 — 1/2CH, + 1/2 CO,

by micro-organisms, due to an abundance of substrate,
is higher than the oxygen supply by diffusion. Aerobic
bacteria use oxygen both as a reactant for the oxidation of
organic compounds, and as a terminal electron acceptor.
The latter is necessary for the conversion of the organic
compound, as an energy source, into carbon dioxide.
This reaction, also known as dissimilation, produces
the energy required during the formation of biomass
from the organic compound (assimilation). Facultative
anaerobic bacteria use oxygen but have the capability to
change to another electron acceptor if their environment
turns anaerobic. Other electron acceptors are nitrate,
utilized by denitrifying bacteria and (particularly in
marine environments) sulfate, used by sulfate-reducing
bacteria. Oxygen is very toxic to the obligate anaerobic
bacteria, which can only use alternative electron
acceptors. The methanogens or methane-producing
bacteria derive energy from the conversion of hydrogen
and carbon dioxide (electron acceptor) into methane. The
considerable decrease in energy supply by the different
electron acceptors from oxygen to the organic compound
itself explains why microbial processes are faster in the
aerobic world (Table 3.10).

Biodegradation of synthetic chemicals does not always
result in bacterial growth. When (exponential) growth does
not occur the degradation process is called cometabolism,
in which micro-organisms while growing on another,
widely available, substrate also have the capacity to
transform other compounds (xenobiotics) without deriving
any benefit from that transformation [128].

3.5.2 Aerobic biodegradation and metabolic

pathways

A wide variety of chemicals can serve as nutrients for
bacteria, which are used for their growth and energy
requirements. However, the variety of biochemical
mechanisms needed for these processes is much
narrower, since one mechanism can often be used by
the organism for a whole array of related compounds
and many of the degradation intermediates are similar.
If a substance is completely mineralized, its Theoretical
Oxygen Demand (ThOD) and Theoretical Carbon dioxide
production (ThCO,) can be calculated from the elemental
composition of a substance. The final oxidation products
are given in chemical Equations 3.65 and 3.66, without
and with nitrification respectively (see next page), where
X = any halogen.

Subsequently the ThOD expressed in mg O,
consumed per mg substance is subsequently deducted
from the above equations:

(without nitrification)

see next page (3.67)
(with nitrification)
see next page (3.68)

where MW Oxygen is the molecular weight of oxygen
(15.9994 au) and MW subst. is the molecular weight of
the test substance.
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The ThCO, in mg CO, produced per mg substance
follows easily for mineralization both with and without
nitrification:

see below (3.69)
with ¢ being the number of carbon atoms in substance
C.H,0,.

The biodegradability of a substance, when measured
in a laboratory test, is often reported as a percentage.
This percentage is calculated based on the theoretically
maximum mineralization, i.e., ThOD when oxygen
uptake has been used as a biodegradation parameter in
the test, or ThCO, when the production of carbon dioxide
has been measured as a mineralization parameter.

Microbial metabolism databases

A large number of more specialized microbial degradation
pathways can be found in the University of Minnesota
Biocatalysis/Biodegradation Database [129]. This free
internet database started collecting microbial metabolism
information from literature sources in 1995 and provides
detailed information on microbial biocatalytic reactions
and biodegradation pathways for primarily xenobiotic,
chemical compounds. Mostly aerobic microbial
pathways are covered, but some coverage of anaerobic
biodegradation pathways is also present. In general, all
microbes try to transform chemicals in the direction of a
limited number of ‘“central metabolites”.

A very useful reference when dealing with the
degradation processes of these central metabolites, is the
Kyoto Encyclopedia of Genes and Genomes (KEGG)
Pathway database [130]. A number of the more important
xenobiotic degradation pathways from the UMBBD have
also been copied into the KEGG pathway database.

Three of the major oxidative mechanisms may
illustrate how bacteria can break down hydrocarbons.

However, both environmental conditions and chemical
structures may hinder or impede these reactions in
specific cases:

w-oxidation

m-oxidation is the initial attack on an aliphatic chain at
the terminal methyl group which is oxidized to yield
a fatty acid. The pathway leads through the primary
alcohol and the corresponding aldehyde to a carboxylic
acid which, for example, is illustrated by the n-octanol
degradation pathway in the UMBBD, http://umbbd.ahc.
umn.edu/oct/oct_map.html. This reaction requires oxygen
in the first step when addition of molecular oxygen to
the hydrocarbon takes place, catalyzed by an oxygenase
enzyme [131]. Adaptive enzymes are likely to be
involved in the initial attack of unsubstituted aliphatics,
and they certainly are involved if the chain is branched or
has functional groups. w-oxidation is normally followed
by B-oxidation when dealing with alkane chains.

B -oxidation

B-oxidation is a sequential oxidation two carbons at a
time of a fatty acid chain, catalyzed by enzymes. First,
thio-ester formation of the carboxyl group with Coen-
zyme A (CoA) takes place; two hydrogens are removed
to give the o,B-unsaturated derivative. Hydration
gives the B-hydroxy and dehydrogenation the B-keto
derivative. CoA is added between the o and B carbons,
acetyl CoA is split off (Figure 3.34) yielding a fatty acid
CoA ester which is two carbons shorter. This reaction
takes place in all living cellular organisms and does not
need molecular oxygen. B-oxidation is used in fatty acid
metabolism, and can be found in the KEGG Pathway
database with an indication of the enzymes involved in
all single steps in the metabolism; http://www.genome.
jp/kegg/pathway/map/map00071.html. The reaction
is hindered by the presence of methyl groups in the

C.H,ON Na, P SX +(c+1/4(h—x-3n)+nal4+ 5p/4 +3s/2) O, + (3p/2 +5) H,0 —

na’ p

na’ p¥s*x

3.65
cCO, + 1/2 (h—x - 3n) HyO + nNH3 + nal2 NayO + pH;PO, + sH,SO 4+ xHX ( :
C.H,ON.Na, P SX +(c+1/4(h—x)+50/4 + nal4 + S5pl4 + 3s5/2) Oy + (0/2 + 3p/2 + 5) H,0 — (3.66)
c¢CO, + 1/2 (h — x) HyO + nHNO5 + na/2 NayO + pH3PO 4 + sH,SO 4+ xHX
ThOD (mg O, / mg subst.) = (MW Oxygen / MW subst.) x (¢ + 1/4 (h — x — 3n) + nal4 + 5p/4 + 3s5/2) 3.67)
ThOD (mg O,/ mg subst.) = (MW Oxygen /MW subst.) x (¢ + 1/4 (h — x) + 5n/4 + nal/4 + Sp/4 + 3s/2) (3.68)
(3.69)

ThCO, (mg CO, / mg subst.) = (MW Carbondioxide / MW subst.) X ¢
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Figure 3.34. B-oxidation of aliphatic hydrocarbons by bacteria.
(H)SCoA = Coenzyme A.

B-position: the formation of a keto group would then
require a (highly unstable) pentavalent carbon atom.
Although an alternative reaction, o-oxidation, may take
over, followed by B-oxidation, etc., tertiary carbons in
an alkyl chain generally considerably reduce the ease of
biodegradability. Studies on surfactants have shown that
quarternary carbon atoms [131], especially at the end
of the hydrophobic chain, may even completely impede
biodegradation.

Aromatic ring oxidation
Aromatic ring oxidation starts with the formation
of catechol from benzene or benzene derivatives

such as benzoate, phenol and others, by means of
enzymecatalyzed oxidation with molecular oxygen,
for example, by means of cytochrome P450 enzymes.
Recent literature suggests that cytochrome P450 enzymes
have two subunits clenching O, in such a way that at the
catalytic site of the enzyme an oxygen-atom is available
for reaction with the aromatic substrate. [132]. In the
case of aromatic ring oxidation, electron withdrawing
substituents reduce the electron density of the aromatic
ring functioning as a substrate for the enzyme-catalyzed
oxidation with molecular oxygen. This makes the ring a
less suitable target for electrophilic attack by catalytic
enzymes performing oxidation with molecular oxygen,
like cytochrome P450. After the first oxidation, the ring
is cleaved between or adjacent to the two hydroxylated
carbons (Figure 3.35). An example of aromatic ring
oxidation in the UMBBD database would be the toluene
pathway, http://umbbd.ahc.umn.edu/tol/tol_map.html.
Although there are several different possible pathways for
the breakdown of toluene, the ring opening is constantly
performed by catechol formation.

3.5.3 Anaerobic biodegradation

Anaerobic microbial activity is carried out in the absence
of O, as a terminal electron acceptor (TEA) in respiration.
Anaerobic compartments are usually characterized
according to the alternative for oxygen that is used by the
microbes as the terminal electron acceptor. Alternatives
to oxygen in respiration may be (in order of energetic
favourability) NO;™ (nitrate reducing environment),
Felll (iron reducing), MnlV (manganese reducing,
SO42‘ (sulfate reducing), and even CO, in the case of
methanogenesis. In the methanogenic compartment,
mineralization is defined as conversion into monocarbon
end-products such as methane and carbon dioxide. The
role of anaerobic biodegradation in anoxic sediment, soil
and groundwater has attracted attention more recently.
This is of particular relevance to biodegradation since
research has shown that different organic contaminants,
such as benzene, toluene, and chlorinated compounds,
will have different microbial degradation rates
depending upon these TEA conditions. Rates under
nitrate reducing conditions are often faster than under
methanogenic conditions as nitrate reduction is more
energetically favourable. Similarly, aromatic compounds
may biodegrade more readily under nitrate reducing
conditions than under sulfate reducing conditions. Some
compounds, such as chlorinated compounds and MTBE,
may actually biodegrade at higher rates under proper
anaerobic conditions, than under aerobic conditions.
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Figure 3.35. Aromatic oxidation by bacteria after catechol formation. Left ortho and right, meta fission.

Formerly, it was believed that anaerobic biotic
processes could be neglected as they were considered
rather slow in general, compared to aerobic
biodegradation. In addition, experimental studies
with anaerobic bacteria are difficult to conduct. Only
two decades ago a standard method for ultimate
biodegradation of chemicals under methanogenic
circumstances was investigated and became eligible for
adoption by the OECD [133]. In this method the degree
of mineralization is calculated from the measured amount
of carbon dioxide and methane produced due to digestion
of the tested compound relative to the theoretical amount,
which can be calculated according to a stoichiometry as
given in Equation 3.70 (see below).

Compared to oxidation mechanisms, the number
of catabolic routes is restricted. Primary, rather than
ultimate, degradation is more common and transformation
rates are slower. Nevertheless, for environmental
exposure and risk assessment it is necessary to consider
anaerobic biodegradation. The appearance of xenobiotic
substances in drinking water is an environmental
problem that has received increased attention lately,
and shows the importance of the degradability (or the
lack thereof) of aerobically persistent metabolites in the
anaerobic compartment. Cases have been observed where
pharmaceutically active compounds and their metabolites
are found in drinking water. In these cases the intake of
drinking water depends on the groundwater, and the

CH,,0, + (¢ — hf4 - 0/2) HyO — (c/2 + h/8 + 0/4) CH, + (c/2 — hi8 + 0/4) CO, (3.70)
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degree of artificial recharge of the groundwater aquifers.
In highly urbanized areas, such as the city of Berlin,
underground water aquifers used for the drinking water
supply are partly recharged using aerobically treated
wastewater from the municipal STPs. This implies
that aerobically persistent substances or metabolites
will enter this anaerobic compartment. Their anaerobic
biodegradability subsequently determines whether or not
such metabolites are found again in the drinking water
intake [134].

The importance of the potential anaerobic
biodegradability of substances (or their aerobically
persistent metabolites) is increasing since anaerobic
treatment of sludge in communal waste water treatment
plants is becoming more common in order to save energy
and reduce the volume of sludge produced. After the
digesting process in the anaerobic reactor the sludge will
re-enter the aerobic world, carrying the chemicals and
reaction products with it, because it is anticipated that
the sludge will be applied to agricultural soil. Chemicals
or products formed due to primary degradation in
the anaerobic reactor may be very stable under such
conditions, however, in the sludge they may enter the
soil compartment, where they may be susceptible to
mineralization by aerobic micro-organisms or subject
to other transformation processes. The importance
of primary biodegradation is not overestimated as
reaction products are usually more polar than the parent
compound. Thus, the distribution of products favours
the aqueous phase where exposure to aerobic micro-
organisms may lead to further and, probably, ultimate
degradation.

A special type of primary degradation, known
as reductive dehalogenation, may illustrate this. If a
compound has undergone a reductive dehalogenation
reaction, a halogen atom has been replaced with a
hydrogen, rendering a product which is less hydrophobic.
It has been found that this transformation process may
occur under reducing conditions and that anaerobic micro-
organisms are involved, although the dehalogenation
reaction at the alkyl carbons seems non-specific and not
exclusively mediated by biological processes. Several
other chlorinated aromatic chemicals, which have proved
rather persistent in the aerobic hydrosphere, have also
been shown to undergo reductive dechlorination, yielding
products which are generally less problematic in the
aquatic environment. These studies provide enough
evidence to formulate the following general rules [135]:

* Reductive dehalogenation at the aromatic ring
requires strictly anaerobic conditions.
* Specific microbial enzyme systems are involved.

* Higher halogenated aromatic molecules are less
persistent than their lower halogenated congeners.
Although in soil and sediment the last rule may be
counteracted by reduced bioavailability, it has important
consequences. The opposite generally applies for
aerobic degradation because cleavage of the aromatic
ring is increasingly hindered by the number of halogen
substituents. Thus, biodegradation depends on both the
chemical structure and the environmental conditions.
In addition, structure-biodegradability relationships
for aerobic biodegradation principally differ from
those observed for anaerobic transformation processes

[136,137].
3.54 Reasons for the environmental persistence of
chemicals

Microbial communities in the natural environment seem
catabolically versatile, in the sense that a specific habitat
may contain one or more species or populations which
are capable of degrading every synthetic chemical.
As shown above, for some persistent chemicals’
habitats at different redox levels are complementary.
This raises the question: why do some manmade
chemicals persist in the environment for such a long
time? Several mechanisms are responsible for slow
biodegradation of chemicals. Generally, the rate and
extent of biodegradation of a chemical depends on both
its chemical structure and the prevailing environmental
conditions. However, slow microbial degradation of a
substance in some environmental compartments should
also be considered in relation to slow transport of that
chemical to environmental subcompartments where
crucial transformation reactions can be carried out by
micro-organisms. The following properties or conditions
have a significant influence on the biodegradation of
synthetic chemicals:

1. Chemical structure.

Type, number and position of substituents on aliphatic or
aromatic structures may cause ‘“violation of comparative
biochemistry and enzyme specificity”, as described by
Alexander [138]. Effects of substitution have already
been discussed in the three examples of major metabolic
pathways for biochemical oxidation. The influence of
the molecular structure on its biodegradability in the
aerobic environment is shown in Table 3.11. It should be
emphasized, however, that there are many exceptions to
these general rules. The following example may illustrate
the application of these general rules: 2,3,7,8-TCDD,
popularly known as dioxin, has at least three distinctive
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Table 3.11. Influence of molecular structure on the biodegradability of chemicals in the aerobic environment.

Type of compounds or substituents More biodegradable

Less biodegradable

Hydrocarbons linear alkanes > C,

alkanes with not too high molecular weight

linear chain
-C-C-C-
aliphatic

mono- and bicyclic aromatic

Aliphatic chlorine
terminal carbon

Substituents to an aromatic ring -OH
-CO,H
-NH,
-OCH,

Cl more than 6 carbons from

linear alkanes < C,,

high molecular weight alkanes
branched chain

-C-O-C-

aromatic

polycyclic aromatic

Cl at 6 or less carbon atoms from
terminal C

aspects that contribute to its high environmental
persistence. In this molecule ether groups link together
aromatic moieties that are substituted with chlorine
(Figure 3.36). A more extensive description of structure-
biodegradability relationships is given in Chapter 9.

2. Environmental conditions.

Temperature is an important factor and especially around
and below 4°C, microbial processes become very slow.
The optimum temperature for psychrophilic (cold-loving)
bacteria is between 0 and 20°C and for mesophyllic
(moderate temperature loving) bacteria it is between 20
and 40°C. In seawater 15°C is the borderline between
different microbial ecosystems. The inorganic nutrient
status of the surface water affects the biodegradation
rate and in some coastal waters may even exceed the
temperature effect. The presence of auxiliary organic
nutrients may also play a role, and the occurrence of
cometabolism has already been mentioned. Failure of
biodegradation may be due to the presence of other,

cl 0 Cl

Cl 0 Cl

Figure 3.36. Molecular structure of 2,3,7,8-tetrachloro-p-dioxin
(TCDD).

more easily degradable compounds used in preference
to the specific xenobiotic compound. This phenomenon
is known as diauxism. Unlike seawater, which is a
well-buffered system of pH 8, inland waters can vary
up to 5 pH units in acidity, thereby determining the
form in which some chemicals exist. The availability
of some natural organic substrates may also facilitate
cometabolism of the pollutant. However, even if it were
possible to find two aquatic ecosystems characterized
by similar environmental parameters, the outcome of a
biodegradability experiment might be quite different for
the same chemical. The presence and influence of high
population densities of “specialized” degraders is evident.
Some aquatic ecosystems may have been previously
exposed to a chemical or another pollutant which shares
a common enzyme system of such a specific degrader.
The presence and density of specific degraders is often
highly decisive for biodegradation to occur within a
limited period of time.

3. Bioavailability.

If a chemical is trapped in microsites, e.g., in inorganic
material such as clay minerals or the organic matrix
of sediment or soil, interaction with micro-organisms

may be physically impossible, which impedes
biodegradation.
3.5.5 Kinetics of biodegradation

In most kinetic models the chemical is considered a
“substrate” and, as such, limiting to bacterial growth.
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What these models all have in common is that they
combine mass-transfer (from substrate to biomass) with
saturation phenomena that are similar to non-linear
Michaelis-Menten kinetics for biotransformation (Section
3.6.5). A popular expression for simulating biological
processes (e.g., biodegradation) is the Monod-function:

u=up. -ClHK+COC) (3.71)
where
1l = the growth rate of biomass (1/d)
Moax = the maximum growth rate (1/d)
C = the concentration of growth-limiting
substrate (mg/L)
K, = the half-saturation coefficient (mg/L).

K_ is the concentration which allows the micro-organism
to grow at half the maximum growth rate. Monod kinetics
are different from, but still based upon Michaelis-Menten
kinetics for enzymes. Monod kinetics can be thought
of as describing a chain of enzymatically mediated
reactions with a limiting step described by Michaelis-
Menten kinetics. This is why the equations for both
kinetic models are identical. In water the concentration
of a xenobiotic is very low, usually much lower than the
saturation constant, and as a consequence the non-linear
rate equation is simplified to first-order kinetics.

Prior to the degradation of many organic compounds,
a period is observed in which no degradation of the
chemical is evident. This time interval is designated an
acclimation period, or alternatively an adaptation or lag
period. It is defined as the length of time between the
addition or entry of the chemical into an environment
and evidence of its detectable loss. During this interval,
no significant change in concentration is noted, but
then its disappearance becomes evident and the rate of
degradation often becomes rapid due to the exponential
growth of the micro-organisms. This rapid elimination
phase is often termed the log (for logarithmic) phase,
and is described by first-order kinetics, as referred
to above. In biodegradation tests, as well as in the
environment, the elimination percentage reaches
a plateau. Concentration of the substance has then
become so low that (exponential) growth of the micro-
organism is no longer possible using the substance as
the main substrate. Generally, the plateau phase never
reaches 100% elimination when expressed in terms of
the mineralization parameters DOC (Dissolved Organic
Carbon) removal, O, uptake and/or CO, production.
This is due to the fact that part of the organic carbon is
used for growth of the bacterial mass (and is thus not

mineralized), and the fact that the bacterial mass will
be producing dissolved organic matter itself. These
considerations also form the basis of the “pass levels”
chosen for biodegradation test results; substances are
considered ‘“completely” biodegraded or mineralized
when > 60% of the ThOD or ThCO,, or > 70% DOC
removal is reached within a certain time span (normally
28 days). An example of a degradation curve resulting
from a laboratory degradation test showing the lag, log
and plateau phase is given in Figure 3.37.

Biodegradation in sediment or soil is often described
in terms of biological half-lives. If the half-life of the
chemical is indeed independent of its concentration, the
degradation rate equation is first-order for the chemical
concentration:

dC/di=—kxC=-12 s ¢ (3.72)
5%
where
C = the concentration of chemical in wet

sediment or soil (mg/L)

the biological half-life of the chemical
(d

the biodegradation rate constant (1/d)
for wet soil or sediment.

hin =

k =

It is not impossible that biodegradation occurs in the
particulate phase. However, several studies have provided
evidence that a chemical associated with sediment or
soil particles is not available for biodegradation because
micro-organisms only utilize dissolved chemicals
[139]. The rate of biodegradation in a solids-water
system is adequately described by first-order kinetics
of disappearance from the aqueous phase. In this model
sorption may diminish the overall degradation rate, and
depending on differences in process rates, two extreme
scenarios can be distinguished:

1. Partitioning of a compound between the particle and
the aqueous phase is governed by a thermodynamic
equilibrium occurring at a fast rate with respect to
degradation processes. The rate of elimination will
then become strongly dependent on the organic
carbon-water partitioning constant (K_ ) of a
substance (see Equation 3.2 and accompanying text).
With increasing K the concentration of a substance
in the pore water subsequently becomes very low,
and hence the elimination rate due to biodegradation
becomes proportionally low (compare Equations 3.3.-
3.5 of this chapter).

2. Biodegradation in the aqueous phase is relatively fast
but overall elimination (and hence the biodegradation
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Figure 3.37. Above: CO, production curve in a OECD
301B Modified Sturm test. By subtracting the CO, blank
production from the test material production and dividing by
the Theoretical CO, Production (ThCO,) the corresponding
biodegradation curve is calculated (below), showing lag phase
(1), exponential growth or log phase (2), plateau phase (3) and
mean degree of biodegradation (4) of a readily biodegradable
substance.

kinetics) from the solids-water system is controlled

by slow desorption.
This again illustrates the difficulties associated with
extrapolation from a standard biodegradation test to
an environmental half-life of a laboratory-derived
degradation rate. When assessing the environmental
risk of a chemical, it is important to realize that
even a relatively easily biodegradable chemical can
become more or less persistent when it ends up in an
environmental compartment where its bioavailability
becomes limited.
3.5.6  Assessing biodegradability and
biodegradation rates

Estimated rate constants of degradation processes,
particularly for biodegradation, generally, have
larger margins of uncertainty than those of exchange
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processes. In principle, there are two approaches to
obtaining biodegradation rate constants for a particular

compartment:
1. A theoretical approach, making use of QSARs
(Chapter 9).

2. An experimental approach, on the basis of
standardized test results.

Despite major efforts, it has so far proved difficult to
formulate generally applicable QSARs for the most
relevant chemical elimination process, i.e., aerobic
biodegradation in water and soil. At present, the
interpretation of experimental studies is the only way to
estimate rates of aerobic biodegradation.

If experimental work consisted of field studies or
simulations of the “natural” environment, rate constants
for microbial degradation in the relevant compartment
for a number of chemicals would have been obtained.
Unfortunately, the number of chemicals studied so
far is limited to the category of pesticides (where such
studies are obligatory for market introduction) and
a few household and industrial chemicals with high
production volumes. Most biodegradability data are
derived from standard methods that make use of some
artificial environment accommodating water, auxiliary
nutrients, the test chemical and an inoculum (mixed
microflora). Furthermore results from a field study in one
environmental compartment cannot readily be used to
estimate biodegradability in other compartments, without
rigorously accounting for environmental factors.

The first biodegradability tests were the result of
legislation on detergents that came into force soon after
the introduction of synthetic surfactants in the early
1960s. A particular type of anionic surfactant, i.e., the
slowly biodegradable branched alkyl benzene sulfonates,
caused heavy foaming problems which appeared more
serious than just a nuisance. Foaming had an adverse
effect on water quality because it hindered the proper
functioning of biological waste-water treatment plants.
Therefore, elimination of surface-active properties from
waste water during the short retention time in a treatment
installation became a legislative requirement. Test
methods were designed in such a way that elimination of
surface-active properties due to microbial transformation
was the test criterion.

Primary degradation was assessed by an analytical
method that is specific to the whole range of certain
synthetic surfactants. These test methods appeared
satisfactory because the detergents that passed the test,
specified in the detergent legislation, indeed did not
foam during waste-water treatment and generally did
not cause effluent toxicity problems. A common system
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was published by the OECD in 1976 [140]. It consists

of two stages which differ both in principle and in the

conclusions which can be drawn from them. These tests
are suitable for anionic and non-ionic surfactants:

e The OECD screening test (OST) is a static flask test
which is relatively quick and simple to carry out. This
test should be considered as an ‘“acceptance test”,
not as a “rejection test”. It selects “soft” surfactants
which do not have to be tested further because high
biodegradability is expected in sewage treatment
plants.

e The OECD confirmation test (OCT) is based on a
simulation of the conditions existing in an activated
sludge plant. This test should be used for any
surfactant which may not have passed the OST, either
to confirm or disprove the first results obtained.

In recent decades, the OST and OCT have been

modified and other methods have also been added by

the OECD. This was done to design a three-tier test
system to evaluate the biodegradability of industrial
chemicals as a property that is part of their ecotoxicity

[133]. A major difference with respect to OST and OCT

is the use of a non-specific analytical parameter (O,

uptake, CO,-development or DOC removal) to make

the system suitable for any chemical, irrespective of its
physicochemical properties. In principle, there is no need
to develop an analytical method before a biodegradability
test can be conducted. A second advantage of this
approach is the fact that a non-specific parameter
represents mineralization instead of primary degradation.

For the very diverse group of “new chemicals” this is

obviously a safer approach. The system is also known as

the OECD hierarchy, which refers to the three different
levels of testing, as follows.

1. Ready biodegradability.

Ready biodegradability refers to stringent tests which
provide limited opportunity for biodegradation and
acclimatization to occur. It may be assumed that a
chemical which is regarded as “readily biodegradable”
will rapidly biodegrade in the environment and may be
considered as such.

2. Inherent biodegradability.

Inherent biodegradability refers to tests which allow
prolonged exposure of the test compound to micro-
organisms, a more favourable test compound to
biomass ratio, and chemical or other conditions
which favour biodegradation. A compound giving a
positive result in this type of test may be classified
as “inherently biodegradable”. However, due to the

favourable conditions employed, its rapid and reliable
biodegradation in the environment should not be
assumed. Inherent biodegradability tests, e.g., the Zahn-
Wellens test, incorporated into OECD test guideline
302B, have their origin in industrial testing of the
suitability of waste water to be treated in an industrial
or municipal waste water treatment plant. They were
not designed to distinguish between sorption to sludge,
volatilization or biological degradation (although the
shape of the elimination curve can give an indication
of the process taking place), but originally sought to
answer the question whether a substance would be
removed (by any means) from the waste water stream
when put through an STP. Extrapolation of test results
from inherent biodegradability tests to the environment is
therefore difficult.

3. Simulation.

Aerobic and anaerobic simulation tests provide data
for biodegradation under specified environmentally-
relevant conditions. These tests simulate the degradation
in a specific environment by use of indigenous biomass,
media, relevant solids (i.e., soil, sediment, activated sludge
or other surfaces) to allow sorption of the chemical, and
a typical temperature which represents the particular
environment. A low concentration of test substance is
used in tests designed to determine the biodegradation
rate constant, whereas higher concentrations are
normally used for identification and quantification of
major transformation products for analytical reasons.
Low concentrations of chemicals in these tests refer to
concentrations (e.g., less than 1 pg/L to 100 ug/L) low
enough to ensure that biodegradation kinetics obtained in
the test reflect those expected in the environment being
simulated. Biodegradation is measured either by radio-
labelling techniques or by specific chemical analyses.
See Table 3.12 for a number of simulation test guidelines
and their analytical techniques.

Ready biodegradability tests (RBT) are designed for a
quick selection of “soft” chemicals to avoid further costly
and time-consuming research. Furthermore, unlike in the
OST, a wide range of physicochemical and biological
properties have to be determined. To meet the demands
of simplicity and cost efficiency, there are six different
methods in the OECD scheme, which are reasonably
complementary. The methods listed in Table 3.12 are all
based on the principle that biodegradation is monitored
as the degree of mineralization. This is done by means
of sum parameters, such as the elimination of dissolved
organic carbon (DOC), oxygen uptake or carbon
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Table 3.12 Ready biodegradability tests (RBT) and inherent biodegradability tests (IBT) according to the OECD.
Population densities are in colony forming units (CFU) per ml. From [133,141].

OECD test guideline Summary Population density
parameter (CFU/ml)

Ready biodegradability

301E: Modified OECD screening test DOC (0.5 -2.5)x10%

301B: CO, evolution co, (2 - 10)x10°

301F: Manometric respirometry test (O (2 - 10)x10°

301A: DOC Die-away test DOC (2-10)x10°

301D: Closed bottle test 0, (0.5-2.5)x103

301C: Modified MITI(I) test 0, (2-10)x10°

306: Biodegradability in Seawater DOC

Inherent biodegradability

302B: Zahn-Wellens test DOC (0.7 - 3)x107

302A: Modified SCAS test DOC (2 - 10) x107

302C: Modified MITI(II) test o, (0.7 - 3)x100

Simulation tests

303A: Activated Sludge Units DOC

303B: Biofilms DOC

304A: Inherent Biodegradability in Soil l4co,

307:  Aerobic and Anaerobic Transformation in Soil l4co, /co,

308:  Aerobic and Anaerobic Transformation in Aquatic Sediment Systems 14CO2 / CO,

309:  Aerobic Mineralization in Surface Water l4co, /co,

dioxide production. Without employing expensive 4C-

techniques, this is only possible if the test compound is

the sole carbon and energy source for micro-organisms.

The predictive value of a positive result in any of the

RBTs is postulated as follows [142]:

e A substance will be completely removed in a
biological treatment plant, even if physicochemical
removal mechanisms, such as sorption on withdrawn
sludge or volatilization in the aeration tank, are
negligible.

e The half-life of the substance in surface water is less
than 5 days.

* Biological half-lives in aerobic soils, assuming that
the chemical is biodegraded only in the pore water,
are dependent on the solids-water partition coefficient
and may range from 0.1 (low sorption) to 300
days for sorptive chemicals due to their decreased
bioavailability to the microbes.

The extrapolation of a positive result from a ready
biodegradability test to an environmental half-life of 5
days is based on the results of comparison of real world
data with laboratory test data [142]. This approach
has also been adopted in the EU Technical Guidance
Document on Risk Assessment, although a safety
factor of 3 has been applied to these findings, leading
to a maximum environmental half-life of 15 days for a
readily biodegradable substance in EU risk assessments
[38], which has also been implemented in the European
Uniform System for Evaluation of Substances (EUSES).

Inherent biodegradability tests (IBT) are designed to
demonstrate the potential biodegradability of a compound.
Unlike in RBTs, the conditions for biodegradation to occur
are more favourable as indicated, for example, by the much
higher population densities for IBTs when compared to
RBTs, as shown in Table 3.12. In addition, these methods
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have a screening function as persistent chemicals are also
detected. A negative result indicates that a chemical is
clearly persistent and, tentatively, that no further research
on biodegradation has to be done. The MITI(II) test is an
IBT and has a more favourable biomass to chemical ratio
than the MITI(I) test, the latter being an RBT, as indicated
in Table 3.12. The other IBTs are the Zahn-Wellens test,
which has some elements of an industrial waste water
treatment system, and the semi-continuous activated
sludge test (SCAS), having a hydraulic residence time
typical for very low-loaded biological treatment systems.
Obviously, the predictive value of a negative result in
an IBT is zero degradation in aerobic compartments.
Nevertheless, extrapolation to the “natural” environment
on the basis of only the simple RBTs and IBTs can be
problematic, as most chemicals are negative in an RBT
but positive in an IBT. These chemicals are probably not
persistent in the environment, and may already be fully or
partly mineralized in a biological waste water treatment
system, for example. This has been shown in test systems
which are simulations of such engineered ecosystems.
Extrapolation from an IBT to an environmental half-life
is hardly possible as the concentration dependence of
the degradation rate, and the dependence on population
densities can differ for different substances. Therefore,
for a comprehensive risk assessment biodegradation rates
in any compartment of concern have to be established by
means of simulation tests.

Simulation tests may be subdivided according to the
environment that they are designed to simulate, e.g., a)
STPs, b) soil, ¢) aquatic sediments, and d) surface water.
The activated sludge test (OECD 303A) is a method
which is very similar to the OCT for detergents.
However, it differs in that mineralization is analyzed
(without '*C-techniques), instead of primary degradation.
The method is designed to determine biodegradation
of water-soluble organic compounds in a continuously
operated test system (where the previous test were all
batch tests), simulating the activated sludge process in
waste water treatment plants. The OECD 303B Biofilms
test is designed to assess biodegradability in waste
water treatment involving biofilms, namely, percolating
or trickling filters, rotating biological contractors or
fluidized beds.

Aerated soils are aerobic, whereas water-saturated or
water-logged soils are frequently dominated by anaerobic
conditions. The surface layer of aquatic sediments can be
either aerobic or anaerobic, whereas the deeper sediment
is usually anaerobic. These conditions in soil or sediment
may be simulated by using aerobic or anaerobic tests

described in the test guidelines (OECD 307 and OECD
308).

OECD testing guideline 309 is a laboratory
shake flask batch test to determine rates of aerobic
biodegradation in samples of natural surface water (fresh,
brackish or marine). Very low concentrations of the test
substance are used, in order to mimic environmental
conditions. Often 14C-labelled substances are employed
in these tests to be able to accurately measure these low
concentrations.

Standard biodegradation test results (like the OECD
biodegradation testing battery) play an important role
in the assessment of the environmental persistency of
a substance, as performed e.g., in the PBT assessment
described in the EU Technical Guidance Document
on Risk Assessment [38]. Ready biodegradability test
results are often the only available data. However,
failure to meet the ready biodegradability criteria does
not in itself constitute environmental persistency. Many
substances are currently considered potentially PBT
(Persistent, Bioaccumulative, and Toxic) or potentially
vPvB (very Persistent and very Bioaccumulative) solely
based on their failure to pass a ready biodegradability
test (in combination with meeting the bioaccumulation
and toxicity criteria). To further evaluate the potential
risk of such potential PBT or vPvB chemicals, it is
recommended (e.g., in the EC [38]) that the Persistency
criterion be scrutinized first, as this does not require any
animal testing, contrary to any further bioaccumulation
and toxicity testing. A recent workshop on simulation
testing of environmental persistence [143] led to
several recommendations on how to improve current
procedures.

Firstly, screening test data (RBTs) should be fully
explored by considering test results that do not reach the
threshold level to see whether or not PBT de-selection
would be warranted. A simple adaptation of the test
guideline which would increase the usefulness of the
screening test data for the evaluation of environmental
persistency would be to routinely extend the
biodegradation test period to 42 or even 56 days (instead
of 28 days).

Secondly, the role of inherent test results, which
constitute the largest part of older test data, should be
taken into account in the assessment of environmental
persistency. Currently simulation tests are thought to be
the best way to shed the persistency label for substances
that fail the biodegradation screening test, since inherent
biodegradation tests have such little relevance to
environmental degradation rates (see above). However,
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Figure 3.38. Flow diagram for selecting the appropriate environmental compartments and subsequent simulation test conditions.

existing inherent test results can, at the very least, play
a role in avoiding unnecessary simulation testing (for
substances that do not pass the 20% mineralization
threshold in inherent tests), and could be used to
prioritize those substances that are most likely to show
appreciable degradation in a simulation test.

Finally, for those substances requiring further testing,
a testing strategy is proposed where the environmental
compartment(s) to which emissions take place, or to
which significant atmospheric or other transport is
expected, determine the type of simulation test and the
test conditions best suited to the evaluation of persistence
in the environment [143]. A flow diagram for the
selection of the appropriate simulation test is given in
Figure 3.38.

3.6 BIOTRANSFORMATION

3.6.1 Introduction

Organisms in the environment are surrounded by a large
number of chemicals which are potentially harmful.
Many of these compounds will be taken up by organisms.
If the concentration of a chemical in an organism
becomes too high, this affects its normal functioning.
The organism has two major ways of eliminating a

chemical: it is either excreted in its original form (the
parent compound), or the structure is altered by the
organism. When a chemical is transformed by micro-
organisms it is called biodegradation (Section 3.5).
When a chemical is transformed by other organisms, it
is called biotransformation. Biotransformation influences
the fate of a compound by decreasing its amount due
to conversion into a new xenobiotic compound, the
metabolite. Biotransformation can therefore be defined
as an enzymecatalyzed conversion of one xenobiotic
compound into another.

Biotransformation reactions involve enzymes, which
act as biological catalysts. This mechanism distinguishes
it from physicochemical conversions (such as photolysis)
where no enzymes are involved. For biochemical
reactions of lipids, proteins, carbohydrates and other
normal body constituents, the term metabolism is used,
while for xenobiotics the term biotransformation is more
appropriate.

3.6.2 Effects of biotransformation on xenobiotics

In general, biotransformation leads to the conversion of
the parent compound into a more water soluble form. As
a result these more hydrophilic compounds may be more
easily excreted from the body than the parent compound
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Reaction Substrate Product
Oxidations
1. Aromatic hydroxylation R @ R —@ OH
2. Aliphatic hydroxylation R — CHs R — CH, — OH
H H
|
3. Epoxidation R—C=C—FR R—C—C—R
| | A4
H H 0
4. N-hydroxylation @— NH, @ N— OH
\
H
5. 0-dealkylation R — 0 —CH; R—OH + CH, =0
6. N-dealkylation R — N —CH; R—NH,+ CH, =0
|
H
7. S-dealkylation R —S —CH; R—SH + CH, =0
8. Deamination R — CH — CHj R — C — CH3+ NH;
\ I
NH, 0
9. Sulphoxidation R—S—R R—S—R
I
0
H H
\ \
10. Dehalogenation R—C—CI R—C—OH
\ \
H H
R\ R\
11. Desulphuration C=S C=0
R R
H
. oM 0, H,0 |
12. Monoamine and R—C—N ——> R—C=N—H —— R—C=0+NH;
diamine oxidation H
H
|
13. Alcohol dehydrogenation R—C—0OH _—> R—C=0
| |
H H

Figure 3.39. The most common biotransformation reactions of xenobiotics in biota.
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Reaction Substrate Product
0
Oxidations (continued) T I
14. Aldehyde dehydrogenation R—C=0 R R—C—OH
|
Reductions H
15. Azo reduction R—N=N—FR R—NH, +R'—NH,
16. Nitro reduction R —NO, R — NH,
H
|
17. Dehalogenation R—C—Cl R—C —H;
non-microsomal reduction \
H
R N R N H
18. Aldehyde C=0 C
R R” O oH
Hydrolysis 0
4
19. Ester R—C—0 —R R—C +R —O0H
| ™ oH
0
20. Amide R —C — NH, R — C — OH+ NH,3
| I
0 0
H H H H
| |
21. Epoxide R—C—C—H R—C—C—O0H
N/ | |
0 OH H

Figure 3.39. The most common biotransformation reactions of xenobiotics in biota (continued).

(Figure 3.39). When the chemical structure of a compound
is altered, many properties of the compound are likely to
be altered as well. Hence the biotransformation product
will behave differently within the organism with respect
to tissue distribution, bioaccumulation, persistence, and
route and rate of excretion.

Biotransformation may also influence the toxicity
of a compound. This can be either beneficial or harmful
to an organism. Biotransformation may prevent the
concentration in the organism from becoming so high as
to produce a toxic response. However, a metabolite may
be formed which is more toxic than the parent compound.
Transformation into a more toxic compound is called
bioactivation. Reduction of toxicity due to transformation
to a less harmful product is called detoxification.

Enzymes, the catalysts of biotransformation
reactions, determine the qualitative and quantitative

aspects of biotransformation. Enzymes can be affected
by many variables, such as age, sex, and temperature.
The biotransformation of xenobiotics often involves
enzymes that have a relatively low degree of substrate
specificity compared with enzymes involved in the
metabolism of constitutive compounds. Many organisms
are able to biotransform a wide variety of chemicals that
differ greatly in structure but have functional groups in
common. The biotransformation of many xenobiotics
is usually determined in the liver. In this organ enzyme
activity is high compared with other parts of the body.
However, other tissues (e.g., muscle) may contribute
significantly to the total biotransformation rate.
Because of the relatively large size of muscles, the total
biotransformation may, in some cases, exceed that of
the liver. Furthermore, at the point of entry, such as in
skin or the intestinal wall, biotransformation rates may
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Table 3.13 The most important enzyme systems which metabolize pesticides [20]. With permission.

Enzyme system Location

Compounds metabolized

Phase-I reactions:

Mixed function oxidases

Microsomes, notably from vertebrate

Many liposoluble pesticides

liver and insect fat body

Phosphatases Present in nearly all tissues and
subcellular fractions of species

Carboxyesterases In most tissues of insects and
vertebrates

Epoxide hydroxylase Microsomes, particularly in the
mammalian liver

DDT dehydrochlorinase Virtually all insects and vertebrates

Phase-II reactions:

Glucuronyl transferases

vertebrates other than fish and insects

Glutathione-S-transferases

livers and also insects

Mainly in microsomes; widespread in

70,000 g supernatants of vertebrates

us i ici ‘nervi
Organophosphorus insecticides and “nerve
gases”

Malathion and malaoxon

Dieldrin, heptachlor and arene epoxides

p,p’-DDT and p,p’-DDD

Compounds with labile hydrogen,
including hydroxylated metabolites
Chlorinated compounds, e.g.y-HCH;
also some epoxides

also be important in affecting the chemical structure of
substances entering the organism.

3.6.3 Types of biotransformation reactions

There are two types of biotransformation reactions:
Phase-I non-synthetic reactions and phase II synthetic
reactions [20,144,145]. Phase-I reactions include
hydrolysis, reduction, and oxidation; Phase-II reactions
are usually conjugation reactions. The Phase-II reactions
most studied are glucuronide, sulfate, acetyl and
glutathione conjugation (Table 3.13). During Phase-I
reactions the molecule is changed by the introduction
of polar groups, such as hydroxy (-OH), carboxyl
(-COOH) or amino (-NH,) groups. The products of
Phase-I reactions are often reactive compounds which
can be easily conjugated in Phase-II reactions. The
conjugated products will then be excreted. Which type
of reaction will occur depends on the chemical structure
of the compound. Phase-I and Phase-II reactions usually
consist of several steps. In Figure 3.40, only the parent
compound and the reaction product are indicated.

Phase-1

Oxidation
Oxidation of many organic compounds with a variety
of functional groups is observed (Figure 3.40). Many

aromatic and aliphatic compounds are hydroxylated.
Other substrates for oxidation reactions are alkylated
amino compounds (e.g., nicotine or morphine). N-
alkyl and O-alkyl groups are de-alkylated by oxidative
reactions, especially the methyl groups. The primary
step in an oxidation reaction is often insertion of an
oxygen atom into the compound. Subsequently, mono or
dihydroxylated compounds may be formed, which could
react further to ketones, with epoxides possibly being
formed. Epoxides can be very reactive, and thus very
harmful to the organism.

Many oxidation reactions are catalyzed by enzymes
in the smooth endoplasmic reticulum (SER) of cells of
many types of tissues. The oxidative enzymes are formed
by a group of haemoproteins called cytochrome P-450
dependent enzymes (Figure 3.40). Cytochrome P-450
enzymes are part of an enzyme system which is commonly
named mixed function oxidase (MFO). This name is
derived from the fact that the major property of the system
is to build one atom of molecular oxygen into a substrate,
and to reduce the other oxygen atom to water. The
MFO -system consists of several components, in which
cytochrome P-450 has a key function (Figure 3.40). In the
MFO reaction pathway both oxygen and substrate bind to
the iron-haem group of cytochrome P-450. Oxidation by
the MFO -system consists of the following steps:

a. The substrate SH binds to the oxidized (Fe3*)

cytochrome P-450.
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Figure 3.40. Mechanism of oxidation by cytochrome P-450.
From [146]. With permission.

b. The complex formed receives an electron from
NADPH by a flavoprotein.

c. The reduced (Fe?+) cytochrome P-450 complex binds
an oxygen molecule.

d. This complex accepts a second electron from NADH,
via a second flavoprotein. This electron can also be
transferred from NADPH.

e. The second reduction activates the oxygen molecule
in the complex, which leads to the formation of water,
the oxidized substrate and the oxidized enzyme.
Hence the enzyme is ready for the next cycle.

The overall reaction is:

P-450
SH + NADPH + Ht + O, — SOH + NADP* + H,O

This reaction is valid for a large number of xenobiotics,

such as drugs, pesticides, and organic solvents.
Cytochrome P-450 oxidation of constitutive substrates
occurs in steroid metabolism.

Substrates can bind to cytochrome P-450 in two
different ways. Some bind to the protein part, others
to the haem part of cytochrome P-450. This can be
seen spectro-photometrically, as binding results in a
spectral change. Substrates which bind to the protein
part of cytochrome P-450 cause a shift in the absorption
maximum to 390 nm. They are called type I substrates.
The other group of substrates binding to the haem part
causes an absorption-maximum shift to 420 nm. These
are called type II substrates.

At low concentrations some substrates give
type I interactions and type II interactions at high
concentrations. Other compounds form stable complexes
with the haem iron, thus blocking the enzyme. Induction
and inhibition of MFO enzymes, especially those
dependent on cytochrome P-450, have been studied in
detail over the last few decades.

Reduction

Compounds which undergo a reductive reaction include
halogenated organic chemicals, ketones, nitro and azo
compounds (Figure 3.39). The compounds to be reduced
usually accept the electrons donated either by NADH or
NADPH. In the cell NADH or NADPH usually donate
the electrons. In mammals aromatic nitro compounds are
also reduced by the micro-organisms present in the gut.
It is unknown whether this process also occurs in the gut
of fish. In addition, it should be noted that cytochrome P-
450 enzymes are also involved in reductive reactions.

Hydrolysis

Compounds which undergo hydrolytic reactions include
esters, epoxides and amides (Figure 3.39). During a
hydrolytic reaction the molecule is broken down into two
different molecules, for example, an ester is hydrolyzed
into an acid and an alcohol. Hydrolytic reactions occur
in many species. Various enzymes are involved in several
types of tissues.

Phase-I1

In Phase-II reactions a large polar group is introduced
into the molecule. This may change it into a compound
which is sufficiently hydrophilic for rapid excretion.
Most compounds require such a conjugation reaction.
Conjugation reactions occur with chemicals with
functional groups such as -COOH, -OH and -NH, (Table
3.14). Large groups or entire compounds such as sugars
and amino acids are covalently bonded to the xenobiotic.
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Table 3.14. Phase-II conjugation reactions [145].

Reaction Functional group

Glucoronic acid -OH, -COOH, -NH,, -NH, -SH, -CH

Sulphate aromatic -OH, aromatic -NH,,
alcohols

Glycine -COOH

Acetyl aromatic -NH,, aliphatic -NH,,
hydrazides, -SO,, -NH,

Methyl aromatic -OH, -NH,, -NH, -SH

Glutathion epoxides, organic halides

In general, conjugation reactions make compounds
more water soluble, thereby facilitating excretion from
the body. For those substances in which the parent
compound is the toxic agent, these metabolic pathways
clearly represent a detoxification mechanism.

However, Phase-II reactions may also bioactivate
compounds. Examples of different types of
conjugation reactions are given in Figure 3.41. Phase-
I biotransformation reactions require energy to drive
the reaction. This is provided by activating a cofactor
(or substrate) to high-energy intermediates such as
PAPS, acetyl-CoA or UDPGA (see below). Since these
cofactors are activated by ATP, the energy status of the
organ is important in determining cofactor availability.
Five major pathways for Phase-II reactions are:

e Glucuronic acid conjugation.

e Sulfate conjugation.

e Acetyl conjugation.

* Glutathione conjugation.

¢ Glucose conjugation.

These major Phase-II metabolic mechanisms are
explained below.

Glucuronic acid conjugation

Before conjugation of glucuronic acid to the polar
group of a substrate can take place, the glucuronic acid
(GA) has to be activated. The activated glucuronic acid
(UDPGA) is formed by enzyme reactions. The general
reaction for glucuronic acid conjugation is:

GT
UDPGA +R-XH — R-X-GA + UDP

where X is O, COO or NH, UDPGA is uridine diphos-
phoglucuronic acid and GT is glucuronyltransferase.
Glucuronide formation is one of the most common

routes of conjugation for many compounds. The reaction
involves condensation of the foreign compound or its
(Phase-I) biotransformation product with D-glucuronic
acid. The interaction of UDPGA with the acceptor
compound is catalyzed by glucuronyltransferase. Several
isoenzymes of this smooth endoplasmic reticulum
(SER) enzyme are known. As a result, a wide range of
substrates may form glucuronides in the above reaction
(Table 3.14). These glucuronides are eliminated from
the body in the urine or bile. The general occurrence
in many species, the broad range of possible substrates,
and the chemical diversity of accepted compounds,
make conjugation with glucuronic acid qualitatively and
quantitatively the most important conjugation reaction.

Sulphate conjugation

In this conjugation mechanism, sulfate is donated by
the PAPS molecule, a reaction which is catalyzed by
sulfotransferase. Sulphate has to be activated into the
PAPS molecule before it can be conjugated to a substrate.
The general reaction for sulphate conjugation is:

ST
PAPS + R-XH — R-X-SO;+PAP

where X is O or NH, PAPS is 3’-phosphoadenosyl-5’-
phophosulphate, ST is sulfotransferase and PAP is 3°,5’-
adenosine diphosphate.

Sulphate is added to the substrate through a reaction
mediated by sulphotransferase, which is usually found in
the cytoplasm of the cell. Again several isoenzymes of
sulphotransferase are known. As with glucuronidation,
a variety of substrates may form sulphate derivatives
(Table 3.14).

Acetyl conjugation
The general expression for this type of reaction is:

AT
R-XH + acetyl-CoA — R-X-COCH,; + CoA

where acetyl-CoA is acetyl-coenzyme A, AT is N-
acetyltransferase and X is NH.

Acetyl is added to the compound by conjugation with
the amino group, with acetyl-CoA acting as a cofactor.
The reaction is catalyzed by an acetyltransferase. When
X = COOH, the nitrogen-containing glycine is added to
the xenobiotic, also resulting in nitrogen conjugation,
this is called glycine conjugation (Table 3.14). These
reactions do not always result in a more water-soluble
product.
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Phase-Il reactions
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Figure 3.41. Some general phase-II biotransformation reactions
involving aniline and benzene.

Glutathione conjugation
Glutathione is conjugated in the first step of mercapturic
acid formation. The general expression is:

transferase
RX + glutathione —  R-S-glutathione

peptidase
—  R-S-mercapturate
acetylase

R-S-glutathione

where RX is an aromatic ring or a halide compound.
Conjugation with glutathione may reduce the
toxicity of certain molecules and their metabolites.
Many compounds which contain a reactive group,
such as chloride, nitro or epoxides, are conjugated
with glutathione. Glutathione conjugates often involve
reactive (electrophilic) (intermediate) compounds,
while the conjugated products are proof of exposure to
compounds forming those intermediates. To determine

the occupational exposure of industrial workers to these
compounds, mercapturates are often analyzed in urine.

Glucose conjugation

In this conjugation mechanism, glucose is donated by
UDP-glucose (UDPG: uridine diphosphoglucurose), a
reaction which is catalyzed by glucosyltransferase, which
is localized in the microsomal fraction.

Some examples where conjugation reactions take
place at the more polar groups of a molecule resulting
from Phase-I reaction are provided in Figure 3.42.
Hydrophobic xenobiotics are excreted, but excretion
of constitutive hydrophobic waste products also takes
place. For many compounds, biotransformation reactions
mediate reactive intermediates (Figure 3.43).

3.6.4 Factors influencing enzyme activity

Enzymes involved in biotransformation can be found in
practically all organisms: bacteria, yeasts, plants and all
classes of animals. However, large differences have been
found in Phase-I and Phase-II enzyme activities between
species. Quantitative (identical reactions but at different
rates) as well as qualitative (different reactions) differences
are known. These differences in biotransformation
often complicate the extrapolation of results obtained
for laboratory test species to man. In addition, there are
individual variations in enzyme activity.

Animals
There are major qualitative and quantitative differences
between species. Generally, terrestrial organisms have
a better developed biotransformation system than those
living in an aquatic environment. Fish usually have lower
enzyme activity than mammals and birds. The reason
suggested for this difference is that fish have less need to
biotransform compounds as they can excrete compounds
in water relatively easily. Some examples of qualitative
differences in mammals are: dogs cannot acetylate
aromatic amino compounds, while N-acetyl transferase
and UDP-glucuronyl transferase are absent in cats;
guinea pigs do not form mercapturic acid conjugates and
pigs do not have a sulfate conjugation mechanism. Some
differences in Phase-II reactions are given in Table 3.15.
The presence of cytochrome P-450 can also vary
widely between species. Fish and most crustaceans
have a higher cytochrome P-450 concentration (per mg
microsomal protein) than Daphnia magna [65]. However,
fish generally have a lower concentration cytochrome P-
450 per mg microsomal protein than mammals such as
rats and rabbits. Even between certain fish or mammalian
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Figure 3.42. The role of phase-I and phase-II reactions in the mechanism of biotransformation of benzene and bromocyclohexane.

species there are marked differences in cytochrome P-  are known. The age of an organism is important for the

450 concentration. rate of biotransformation. Large differences in enzyme
activity may be seen, especially between very young,

Sex, age, diet adult and very old animals.

The activity of enzymes may be influenced by hormones. Diet has a substantial influence on enzyme activity.

For example, sex-specific forms of cytochrome P-450  In general, herbivores take up a wider variety of
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Figure 3.43. The biotransformation of different xenobiotic compounds to reactive intermediates.
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Table 3.15. Species variation for phenol conjugation with
glucuronic acid and sulphate [144]. With permisssion.

Species Conjugation of phenol
(percentage of total excretion)
glucuronic acid sulphate

Pig 100 0

Rabbit 46 45

Rat 25 68

Man 23 71

Cat 0 87

xenobiotics than carnivores and usually have a higher
enzyme activity, and very specialized carnivores have
lower biotransformation enzyme activity. It has been
suggested that this is caused by the fact that the prey has
already biotransformed many xenobiotics. The protein,
carbohydrate and fat content of the diet also influence
biotransformation rates. For example, higher protein
content decreases some enzyme activities. For aflatoxin-
B1 the type of diet influences both the route and the rate
of biotransformation in mammals.

Temperature/season

It is very difficult to determine the influence of these
parameters separately. With many compounds, enzyme
induction in aquatic organisms is higher in summer due to
higher temperatures. However, in some cases adaptation
to the temperature may occur, resulting in comparable
biotransformation rates at different temperatures.

Plants

Most of the available literature deals with the
biotransformation of pesticides. The rate of pesticide
biotransformation is generally slower in plants than
in animals. In part this can be attributed to the lack of
efficient circulatory and excretory systems in plants.
Plants are able to perform Phase-I biotransformation
reactions of oxidation, reduction and hydrolysis, as well
as conjugation. However, unlike animals, conjugation
usually leads to storage of the compound in the plant
rather than excretion from the body.

3.6.5 Methods to measure biotransformation
Enzyme kinetics

In order to determine the rate of enzyme reactions and

to obtain a better understanding of the mechanism
of enzymatic reactions, an understanding of enzyme
kinetics is important. Enzymes catalyze chemical
reactions through the formation of an enzyme substrate
complex, followed by conversion of the complex into the
enzyme and a product. This process can be described by
the equation:

ky ky

E+S & ES < E+P
k, k,

where

E = enzyme

S = substrate

P = product

ki, ks, k3, k, = rate constants.

When the enzyme concentration is constant, the initial
rate (V) of the reaction increases with the substrate
concentration. Assuming the concentration of the
substrate to be considerably larger than the enzyme
concentration, and the concentration of the product to be
negligible, the initial velocity can be described by:

V=V_. IS/ (K +I[SD (3.73)
Where
\% = the initial rate of the reaction
V nax = the theoretical maximum rate of the
reaction
K., = the substrate concentration at 172V
[S] = the substrate concentration.

This is called the Michaelis-Menten equation. At very
high substrate concentrations K becomes negligible,
and the equation simplifies to V = V__ . The Michaelis-
Menten equation can also be expressed as:

K. =[S1(V,/V-1 (3.74)

max

K, being the substrate concentration at half the
theoretical maximum rate of the reaction, is also called
the Michaelis constant. Any enzymatic reaction is
characterized by its value of K, being independent of
the enzyme concentration.

For most hydrophobic environmental contaminants
biotransformation may be adequately described by a first-
order model (Section 3.4) [65]. Both in vivo and in vitro
methods are available to measure the biotransformation

rate constant.
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In vitro methods

Two in vitro methods make use of isolated cells of the
organ in which biotransformation is measured. As a
rule, liver cells (hepatocytes) are used, as the liver is
regarded as the principal organ responsible for the
biotransformation of many xenobiotics. In all in vitro
systems controlled exposure is an issue, since in such
systems losses through evaporation from, as well as
adsorption to, the test vessels can significantly reduce
the nominal concentrations, often much faster than
the duration of the test. Relating the test results to the
nominal exposure concentration thus often overestimates
the actual concentration and thus may affect the outcome
of these in vitro tests.

a. Quantifying biotransformation products.

One in vitro method uses liver cells which are held under
optimum conditions with regard to temperature, pH and
nutrition. Xenobiotics are introduced into the medium in
which the cells are held. The biotransformation products
in the medium and cells have to be quantified using
analytical methods. If no reference biotransformation
products are available, only information on the number
and nature of some of the physicochemical properties
of these biotransformation products is obtained. The
advantages of this method are that it is easy to conduct
and small amounts of chemical are needed to discover
the biotransformation pathway. However, a disadvantage
is the limited exposure time of the cells. Induction of
the enzymes involved in biotransformation will not be
detected by this method. Moreover, extrapolation of the
results to the in vivo situation is often unclear.

b. Quantifying enzyme activity.

The second in vitro method determines the rate of a
specific biotransformation reaction with the help of a
reference compound. Usually, cells or cell fractions of an
organ are used, such as the microsomal or the cytosolic
fraction, which are kept under optimum conditions.
To quantify enzyme activity, the rate of formation of a
biotransformation product from a reference compound
is determined. By using this method enzyme activities
in different organs or tissues of an organism can be
compared. However, each species has its own optimum
conditions for biotransformation of the reference
chemical, which complicates interspecies comparison.
The disadvantage is that the extrapolation to in vivo
situations is not well-established.

In vivo methods
In vivo methods to measure biotransformation clearly

have several advantages compared with in vitro methods.
Laboratory studies with animals reflect biotransformation
in a field situation more realistically. This is because
kinetic and physiological factors are expressed in in
vivo laboratory studies, but not in in vitro studies.
Basically, four in vivo methods are available to measure
biotransformation:

a. Quantifying biotransformation products.

The amount of biotransformation products formed
in time is measured. Which products are formed and
in which type of tissue needs to be known. The rate at
which the products appear provides information on the
biotransformation rate. An associated problem with
this method is that the complete biotransformation
pathway has to be elucidated to obtain information
on the dominant biotransformation products. These
products have to be synthesized to allow quantification.
A method often used to deal with these problems
is the use of radio-labelling techniques, possibly in
combination with separation techniques such as GC or
HPLC. Biotransformation products can be quantified by
measuring the amount of radioactivity.

b. Enzyme inhibition.

When biotransformation enzymes are inhibited, the
xenobiotic is eliminated from the organism only by
diffusion. If biotransformation is the major pathway
for excretion, the elimination of a compound from
an organism with active enzymes will be faster than
that of the same organism with inhibited enzymes.
The difference between the two situations determines
the biotransformation rate constant. To obtain this
information, it is necessary to know which enzymes are
responsible for the biotransformation of the xenobiotic.
The agent which selectively inhibits the activity of the
enzymes also has to be known. A disadvantage of this
method is that it compares two different treatments of
the organism. The inhibitor may influence physiological
processes in the organism. In addition, the inhibitor may
not completely block the biotransformation pathway, or
may block only one pathway when various pathways are
possible. Piperonyl butoxide is a commonly used P-450
enzyme inhibitor.

c. Mass balance.

The mass-balance analysis describes all the unexplained
loss of material from the xenobiotic to biotransformation.
The exact amount of xenobiotic introduced in the
organism has to be known, as well as how much remains
in the organism, how much has been eliminated from the
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organism, and how much was lost from the total system.
Losses of the xenobiotic, due to adsorption to glass or
evaporation, for example, must be measured separately
in a reference system.

d. Physicochemical properties.

When compounds accumulate less in organisms than
expected based on their hydrophobicity, this is often
related to biotransformation. The resulting lower BCF is
attributed to an elevated elimination rate constant, due to
biotransformation.

3.6.6 Biotransformation of some specific groups of
compounds

PAHs

The toxicity of polycyclic aromatic hydrocarbons
(PAHs) is mostly due to their carcinogenicity. PAHs
usually have to be activated by biotransformation
to become carcinogenic agents [146]. The epoxide
which is formed by MFO activity can bind to DNA
and initiate a carcinogenic effect. This mechanism has
been studied extensively for benzo[a]pyrene (Figure
3.44). The epoxide is a suitable substrate for Phase-II
conjugation, which facilitates rapid excretion. Hence,
biotransformation reactions for benzo[a]pyrene result
in both bioactivation and detoxification. Recent studies
indicate that more polar PAHs (containing nitro, amino
and hydroxy groups) are directly carcinogenic, and do
not need to be activated by biotransformation.

PCBs

The isomer-specific composition of mixtures of
polychlorinated biphenyls (PCBs) shows dramatic
changes after uptake by an organism [147,148]. When
the liver and adipose tissues of organisms exposed to a
commercial mixture of PCBs were analyzed, the number
of isomers had decreased compared with the original
mixture. As the missing isomers were not found in the
faeces or urine, it was concluded that biotransformation
plays a key role. In vivo experiments revealed that the
major route of biotransformation of PCBs starts via
epoxide formation (Figure 3.45). However, sulfur-
containing metabolites, dechlorination and re-arrangement
of chlorines also constitute biotransformation pathways.
The rate of biotransformation is also determined by
the isomeric structure, the number of chlorines and the
animal species. The chlorine-sub-stitution pattern of the
molecule largely determines where epoxide formation
takes place (Figure 3.46). In general, the following rules
apply to the biotransformation of PCBs:
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Figure 3.44. The biotransformation pathways of benzo(a)pyrene
and binding to the DNA of reactive intermediates. From [146].
With permission.

1. Hydroxylation is preferred at the para position (4)
in the ring containing the lowest number of chlorine
atoms, unless this position is sterically hindered by
m,m-dichloro (3,5) substitution.

2. The para position relative to a chlorine in the ring is
preferred for hydroxylation.

3. Two adjacent vicinal hydrogen atoms in the molecule
may increase the rate of oxidative biotransformation,
but this is not a prerequisite.

4. An increasing number of chlorines decreases the rate
of biotransformation.

5. Different species may have different biotransforma-
tion pathways for the same isomer.
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Figure 3.45. The major biotransformation route of PCBs. From Safe [149]. With kind permission of Springer Science and Business

Media.

PCDDs and PCDFs

The biotransformation of polychlorinated dibenzo-

p-dioxins and furans (PCDDs and PCDFs) is

comparable with PCBs, and mainly influenced by the

number and position of the chlorine atoms [150]. The

following relationships have been determined for the

biotransformation of PCDDs and PCDFs:

1. Hydroxylation on the lateral positions (2,3,7 and 8) is

preferred.

Two vicinal hydrogen atoms, both preferably on the

lateral positions, increase the biotransformation rate,

but this is not a prerequisite.

3. Oxygen bridge cleavage may occur, but is not the
major route for most congeners.

N

DDT

Most insecticides owe their toxicity to their ability to
interact with the central nerve system [151]. In insects,
this is well-developed, and almost comparable in
organization to that in mammals. The major route of
biotransformation of DDT [1,1-di-(p-chlorophenyl)
2,2,2-tri-chloroethane] is by forming DDE (Figure
3.47). DDT-resistant houseflies detoxify DDT mainly
to non-insecticidal DDE. The ability to change DDT
to DDE appears to be a major factor in the survival of
DDT-exposed flies. The rate of biotransformation varies
greatly between fly strains and individual specimens.
Grasshoppers show a natural tolerance to DDT. This
tolerance depends partly on biotransformation in the
cuticle and gut. In addition, there is rapid passage of
ingested DDT through the gut of the grasshopper without
significant absorption. The combination of these factors
prevents DDT from reaching its site of action in the
nervous system. A small injected dose of DDT is fatal
to these insects, while they can withstand large oral or
dermal doses of DDT.

As a major biotransformation product of DDT, DDE
still has significant hydrophobic properties. Hence, DDE
also shows significant biomagnification. Higher DDE
concentrations have been found in species at the top

of the food chain, such as birds of prey. DDE itself is
believed to inhibit the supply of calcium for egg-shell
formation. The resulting egg shell thinning in birds of
prey affected breeding success in the 1960°s and 1970’s.
The impact of DDT on predators illustrates a case in
which the combined effects of biotransformation and
physicochemical properties eventually lead to secondary
poisoning in the environment.

OP-esters
Organophosphorus  compounds are neurotoxic
compounds, which interact with the enzyme

acetylcholinesterase (AChE) [151]. The interaction
causes disturbances in the central nerve system. The
neurotoxicity of organophosphorous compounds is
substantially increased by biotransformation. The
biotransformation reaction causes a substitution of the
sulfur, bound to phosphor in the phosphorthionate, by
oxygen (Figure 3.48). The biotransformation products
are called oxon analogues. Oxon analogues have a
higher affinity for the enzyme AChE than the original
organophosphorus compounds. An oxon analogue
inhibits enzyme activity. Acetylcholine-mediated
neurotransmission is blocked, causing a neurotoxic
effect. Hence, the Phase-I oxidation reaction, required
for higher aqueous solubility, leads to bioactivation

Cl l

O /'/ CI \c

Figure 3.46. The preferred oxidation positions in a PCB
molecule and the role of the chlorine position in the molecule
in cytochrome P-450 catalyzed biotransformation reactions.
From [147]. With permission.
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Figure 3.47. The main route of biotransformation of DDT to DDE.

of the compound. When the oxon analogues are
subsequently hydrolyzed, the affinity for the enzyme
acetylcholinesterase reduces.

Synthetic pyrethroids

Unlike natural pyrethroids, which degrade mainly via

oxidation, hydrolytic degradation is an important route of

biotransformation for synthetic pyrethroids (Figure 3.49)

[151]. The two routes of biotransformation result in rapid

degradation of synthetic pyrethroids in the environment.

Hence, the fate of pyrethroids in the environment

differs substantially from that of persistent chlorinated

insecticides such as DDT or lindane.

3.6.7 Enzyme inhibition and induction

Enzyme inhibition occurs when the activity of an enzyme

or enzyme system is reduced relative to control levels.

Several mechanisms of inhibition are possible:

1. Competition for active sites or cofactors of enzymes.

2. Inhibition of transport components in multi-enzymatic
systems.

3. Decreased biosynthesis or increased breakdown of
enzymes or cofactors.

4. Changes in enzyme conformation.

5. Cell necrosis.

Parathion
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When enzyme induction occurs, more, or more active,
enzymes are present. This usually results in an increase
in the rate of metabolism and biotransformation
reactions. However, it should be noted that compounds
do not necessarily induce the enzyme involved in their
own biotransformation. In principle enzyme induction
is a reversible process. Elimination of the inducing
agent results in a return to basal enzymatic activity. The
duration of induction is a function of the dose and the
inducing agent.

Several classes of compounds are known to induce
enzymes. In many cases induction of cytochrome P-450
enzymes is studied, although in some studies induction
of enzymes catalyzing hydrolytic and Phase-II reactions
is also determined.

For xenobiotics two types of cytochrome P-450
induction can be distinguished: phenobarbital (PB) and
3-methylcholantrene (3-MC) type induction. These two
model compounds induce different groups of cytochrome
P-450 isoenzymes. The PB type of induction causes
increasing protein and phospholipid synthesis, as well
as induction of NADPH-cytochrome P-450 reductase
and cytochrome P-450 2B and 3A isoenzymes. The
net effect of these biochemical changes is enhanced
biotransformation of a large number of chemicals.

The pattern of induction in the liver of 3-MC

Paraoxon Hydrolysis products
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Figure 3.48. The biotransformation routes of organophosphorus compounds.
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Figure 3.49. The hydrolytic degradation of synthetic
pyrethroids.

(or benzo(a)pyrene) treatment is very different.
The marked increase in liver weight, protein and
phospholipid synthesis, and NADPH-cytochrome P-
450 reductase observed for PB does not occur. Instead
there is a highly selective induction of cytochrome P-
450 1Al and 1A2 isoenzymes. The 3-MC inducible
isoenzymes of cytochrome P-450 are also responsible
for the transformation of certain PAHs into bioactive
intermediates, as occurs with benzo(a)pyrene (Figure
3.45). The differences between the two types of enzyme
induction are summarized in Table 3.16. Other major
classes of inducing agents include halogenated pesticides
(DDT, aldrin, hexachlorobenzene, lindane, chlordane),
polychlorinated and brominated biphenyls, chlorinated
dioxins and furans, steroids and related compounds (e.g.,
testosterone), as well as metals, such as cadmium.

The chemical structure determines which type of
enzyme induction occurs. Most chlorinated biphenyls
and DDT induce cytochrome P-450 isoenzymes
comparable with PB induction. Chlorinated dioxins,
furans and some PAHs have a 3-MC type induction.
For chlorinated biphenyls, chlorine substitution on the
ortho position(s) influences the strength and type of
induction. The strong enzyme induction properties of
dioxins provide an example. Dioxin molecules with
four chlorine atoms on the lateral (2,3,7,8) positions,
e.g., 2,3,7,8-TCDD, exhibit slow elimination from the
liver. This is primarily caused by the chlorine atoms in
these positions effectively blocking a Phase-I oxidation
reaction by cytochrome P-450. The persistence of TCDD
in the liver cells gives a continuous receptor-mediated

signal for cytochrome P-450 synthesis. As a result, strong
and prolonged induction of this type of enzyme activity
can be observed even after exposure to relatively small
amounts of dioxins and PCBs.

Clearly, the stereospecificity of the molecule plays an
important role in the type of cytochrome P-450 induction.
This can be effectively illustrated with the group of PCBs
as model compounds. Depending on the number of ortho
chlorines in the molecule, the two aromatic rings can
obtain a planar configuration towards each other. For
mechanistic reasons involving a cytosolic receptor protein
(the Ah receptor) this planar configuration is most easily
obtained for PCBs which lack ortho chlorines. As this
Ah receptor mediates the induction of cytochrome P-450
1A1 and 1A2 isoenzymes, non-orthosubstituted PCBs are
the most potent inducers of the 3-MC type of induction.
With an increasing number of chlorine atoms at the
ortho position, the possibility of the biphenyl molecule
obtaining a planar configuration strongly diminishes due
to steric hindrance by the chlorines. When the number of
ortho chlorines increases from one to four, the 3-MC type
of cytochrome P-450 induction is gradually replaced by
a PB type of induction, involving cytochrome P-450 2B1
and 2B2 iso-enzymes [152].

3.6.8 Effect of enzyme induction on toxicity
Phase-I and Phase-II enzymes either bioactivate or
detoxify the xenobiotics taken up by the organism.
Hence, the effect of the induction of Phase-I and Phase-
IT enzymes may increase or decrease the toxicity of the
compounds. When the enzymes activate the compounds,
the effect of enzyme induction is harmful to the organism.
When the enzymes have a detoxifying effect, enzyme
induction is beneficial.

It should be recognized that if induction of Phase-
I enzymes only is studied, the overall biological or
toxicological effect cannot be adequately ascertained.
This is due to the possibility that concurrent induction of
Phase-II enzymes may partly obscure the hazardous effect
of Phase-I biotransformation products. The formation
of reactive epoxides from aromatic or unsaturated
hydrocarbons by cytochrome P-450 is an example of this.
The formation of these potentially hazardous intermediate
metabolites can form a direct threat to the organism due
to interaction with macromolecules. If, however, the
concurrent induction of glutathione conjugation occurs,
the chances of detoxifying the reactive biotransformation
products significantly increase. The above mechanism
also applies in situations where one compound promotes
the formation of carcinogenic products of a second
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Table 3.16. Characteristics of the hepatic effects of PB and 3-MC [144]. With permission.

Characteristic PB 3-MC
Onset of effects 8-12h 3-6h
Time of maximal effect 3-5d 1-2d
Persistence of induction 5-7d 5-12d
Liver enlargement marked slight
Protein synthesis large increase small increase
Liver blood flow increase no effect
Biliary flow increase no effect
Enzymes:

— cytochrome P-450 1A1 + 1A2 increase no effect
— cytochrome P-450 2B1 + 2B2 no effect increase
— NADPH-cytochrome reductase increase no effect

compound. This mechanism is found in combinations
of dioxins and PAHs, in which the former compound
may act as a tumour promoter. The net effect eventually
depends on the concurrent induction of Phase-II enzymes,
which could detoxify Phase-I biotransformation products.
For organophosphorous compounds, induction of the
enzymes transforming parathion to paraoxon causes a
greater toxic effect. When, however, Phase-II enzymes
which degrade paraoxon to inactive products are also
induced to a similar extent, the net effect is comparable
to a situation where no enzyme induction occurs.

To summarize: determining the enzyme induction of
a single enzyme will not provide sufficient information
on the overall effect on the organism.

3.7 BIOAVAILABILITY

3.7.1 Introduction

General

The multitude of processes discussed above in this
chapter, determine the total concentration of a chemical
in the environment and its distribution over the
compartments. There is ample evidence from toxicity and
bioaccumulation studies in the field and in the laboratory,
that the total amount of a chemical that is present in one
environmental compartment is not by definition indicative
of adverse effects actually occurring, nor is the extent
of bioaccumulation directly related to the total amount
present. Instead, biota are usually effectively exposed to
only a fraction of the total chemical load. To complicate
matters, the effective fraction has been shown to be

dependent on the species and the time scale considered.
The composition of the aquatic or the soil matrix affects
this effective fraction. For fish it has been shown that
uptake takes place predominantly via the gills. Due to
competition with H* at the gill membranes, uptake of
toxic metals like Zn and Cu is reduced at decreasing pH
(i.e., increased concentration of H*). In soils, the uptake
of hydrophobic organic chemicals occurs mainly via the
pore water. Consequently, the uptake of hydrophobic
organic chemicals by earthworms is reduced in soils
containing higher amounts of organic carbon while all
other soil properties remain unchanged.

Bioavailable fraction and the concept of
bioavailability

The fraction of a chemical’s concentration that is
effectively available for interaction with biota is termed
the bioavailable fraction. Although other definitions
apply, the bioavailable fraction is the fraction of the total
amount of a chemical present in a specific environmental
compartment that, within a given time span, is either
available or can be made available for uptake by
organisms, micro-organisms or plants. This can be from
either the direct surroundings of the organism or the
plant (mediated by the aqueous phase) or by ingestion of
food, soil or sediment. Adverse effects are assumed to be
proportional to the bioavailable fraction. Most evidence
reported in the scientific literature points to the freely
dissolved concentration (i.e., aqueous activity or fugacity)
of a chemical as being the fraction actually bioavailable
for large numbers of biota. Only freely dissolved
chemicals are capable of interacting with biological
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Figure 3.50. Schematic representation of the processes underlying the bioavailability concept.

membranes and although contaminants associated with
ingested food particles must cross biological membranes
within the gut, digestive (catabolic) processes acting
therein make this a unique route of exposure that is
separate from other routes. Exposure via ingestion
may contribute significantly to the overall uptake of a
contaminant from the environment, although for most
species its relative importance is poorly understood.

As advocated by various authors in Hamelink et al.
[153], bioavailability should be treated as a dynamic
process. The dynamic approach of “bioavailability”
should comprise two distinct and different phases: a
physicochemically driven desorption process, and a
physiologically driven uptake process requiring the
identification of specific biotic species as an endpoint.
It should be borne in mind that the quantitative
influence of solid phase constituents on toxicant
binding is considerably larger in the soil and sediment
compartments than in the aqueous compartment.
“Toxicological bioavailability” is the third aspect that
can be identified as a better-defined subdiscipline of the
often vague concept of “bioavailability”. Toxicological
bioavailability refers to the redistribution of chemicals
to targets within an individual, and thus to the dose
of the chemical at the target tissue. Most organisms
have developed the redistribution of chemicals and
strong binding to inert granules as part of their internal
detoxification strategy against excess amounts of toxic
chemicals. The concept of bioavailability is presented as
a diagram in Figure 3.50.

Equilibrium partitioning

In its simplified form the concept of bioavailability builds
on the Equilibrium Partitioning (EP) theory. Basically,
the EP approach states that organisms do not take up
chemicals from soil or sediment directly (ingestion of

solid material) but only from the freely dissolved phase in
the pore water. It is thus assumed within the EP approach
that uptake via ingestion of solid particles is either not
an important exposure route, or that it may be described
on the basis of the concentration of the chemical in
the water phase. A chemical tends to distribute itself
between the solid, water and organism phases until it is
in thermodynamic equilibrium. Assuming that indeed
equilibrium is obtained, this implies that the chemical
residues in organisms can be predicted if we know the
distribution coefficient of the chemical (partitioning
between solids and water) and the bioconcentration
factor (partitioning between water and the organism).
In a simplified modification of the EP theory, the pore
water concentration represents the bioavailable phase.
Although simplified, the usefulness of using pore water
concentrations as the bioavailable fraction has been
demonstrated for a broad range of chemicals and a
broad range of species (for an overview see, e.g., [104]).
Deviations from EP are limited and relate mainly to
organisms for which uptake via the pore water is not
obvious. Evidence is lacking for “hard-bodied” species
like insects, for example. The EP concept is illustrated in
Figure 3.51. See also Chapters 7 and 11.

Speciation

As indicated above, it is the freely dissolved form of the
contaminant at the interface of the biological membrane
and the aquatic phase which is actually transported
across the membrane. For most biota the aqueous activity
or fugacity of a chemical is therefore the best indicator
of bioavailability: a reduction in the aqueous activity or
fugacity translates directly into reduced bioavailability
of the contaminant. Reduction of the aqueous activity of
organic and inorganic chemicals is primarily related to
the presence of particulate and dissolved material. For
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charged species like metal cations, and charged organic
molecules, cationic species (like H*, Na*, Ca*, K*)
present in the aqueous phase will compete for binding to
the sorption sites present on the particulate and dissolved
material, and on the biotic membranes. This will reduce
the effective uptake of these species.

The term “‘speciation” is widely used in this respect
and covers the various forms (i.e., “chemical species”) in
which a molecule can exist. Common chemical species
include charged and neutral organic molecules, free
metal ions, complexes of metal ions with anionic ligands
commonly present in water (like charged or neutral
Metal-hydroxide species, metal-chloride species, and
methyl-sulphate species), and whether or not the species
is sorbed to macro-molecules, such as dissolved organic
carbon (DOC), in water. The stronger the chemical is
sorbed by particulate or dissolved material or complexed
to anionic ligands, the less freely dissolved chemical is
left, so that less of the chemical is usually taken up. In
such cases, the apparent bioconcentration will be less, due
to the smaller bioavailable fraction. On the other hand,
bioconcentration may not be influenced by speciation
when the bioavailable fraction is expressed as the freely
dissolved fraction. Speciation calculations are used to
calculate the freely dissolved fraction on the basis of the
total concentration of the chemical in the water phase,
the number of available abiotic ligands, the activity of
competing species, and the equilibrium constants for
binding of the chemical to each of the ligands. In the case
of metals, the activity of the free metal ion is used as the
general expression for quantifying uptake and possible
adverse effects. The activity of either the charged and/
or the neutral molecule is used as the expression of the
bioavailable fraction of organic compounds. Present
databases contain extensive information with regard to
binding to inorganic ligands and many specific organic
ligands, but there are major deficiencies with respect to
appropriate values for binding by humic substances and
heterogeneous solid phases. Furthermore, most work has

focused on speciation in the bulk aqueous system, while
speciation in micro-environments, such as at the surface
of fish gills, needs to be defined.

Charged organic compounds
The processes determining the fate of neutral compounds
have been described in detail in previous paragraphs of
this chapter, as well as in Chapter 4. Various compounds
are present in the environment as positively or negatively
charged molecules. Surfactants may be negatively
charged, positively charged or both; weak organic
bases and acids are charged depending on the pH of the
environment; metals are present in various forms and
many organometallics can be present as cations.
Charged chemical species have different
bioconcentration properties than neutral species. This
will have a major impact on the uptake of chemicals.
Passive diffusion through the lipid membrane is the main
route of uptake for many chemicals. Charged chemicals
will usually be transported across the lipid membrane
at a much lower rate. The uptake of cationic surfactants
and triorganotins, however, has been observed, but they
may be taken up as neutral molecules. An example which
illustrates this is the uptake of chlorinated phenols at
different pH values by fish [154]. These weak acids are
negatively charged at a pH > pK, and neutral at a pH <
pK..

a

ROH < RO +H*
[RO] [H]
K, =
[ROH]

R= CGHXCIy withx+y=35

The uptake of these chlorinated phenols was
independent of pH, when the pH < (pK,-1). When
the experimental pH was increased, the uptake of the
chlorinated phenols decreased (Figure 3.52). The uptake
rate of the phenols at pH > pK, depends on their degree
of ionization. However, uptake was more than one
order of magnitude higher than expected on the basis of
the concentration of the non-ionized form. A possible
explanation for this phenomenon is that fish are to some
extent able to buffer the pH in their gills. Consequently,
the pH in the bulk water is not equal to the pH in the
water at the gills. Ionization of the chlorinated phenols,
however, was highly affected by pH, and charged
molecules were taken up at a much lower rate than
neutral molecules.
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A specific feature that is currently receiving
increased attention by scientists and risk regulators, is
the observation that carbonaceous geosorbents, such
as black carbon (BC), coal or kerogen, are able to bind
organic pollutants like PAH or PCBs very effectively
[155,156]. The sources of BC are partly natural
(weathering of graphitic rocks, forest fires, condensation
of organic matter) and partly anthropogenic (traffic,
industry, fuel combustion, domestic fires). This effective
binding is similar to that to Activated Carbon (AC)
as used in many water cleaning technologies. From
an ecotoxicological point of view, this binding can be
regarded as advantageous, because the negative effects
of organic pollutants on organisms will be reduced.
It has been announced that new policies for polluted
soil and sediment will be based on an evaluation of
contaminant fluxes, rather than an evaluation of the total
concentration in the soil or sediment. This implies that
more attention will be focused on reducing the actual risk
caused by bioavailable fractions of contaminants, rather
than on the risks inferred from total organic pollutant
concentrations.

Critical body residues

A general principle in pharmacology is that the
concentration of a chemical at the receptor of toxicity
determines the effect. This principle is translated in
ecotoxicology into the Critical Body Residue (CBR)
concept. This concept assumes that the total body
concentration is proportional to the concentration at
the target or receptor, and the CBR is defined as the
threshold concentration of a substance in an organism
that marks the transition between no effect and adverse
effect. CBRs are relatively constant between groups of
organic chemicals with a similar mode of action and
between different organisms, and comparison of body
concentrations with CBRs may be an effective tool for
site-specific risk assessment of toxicants. The CBR
concept integrates internal transport and metabolism
processes, as well as toxicity at specific sites. The only
aspect that is lacking in the cascade of processes that
initiate adverse effects due to the presence of elevated
concentrations of chemicals, is the external transport of
the toxicants to an organism. This aspect is taken into
account by means of the concept of bioavailability.

3.7.2  Underlying concepts of bioavailability

Figure 3.51 shows the three basic concepts underlying
bioavailability:

1. Partitioning of the chemical between the solid and

the aqueous phases, also termed environmental
availability.

2. Physiological driven uptake, also
environmental bioavailability.

3. Toxico-dynamic interactions at the site of toxicity,
also termed foxicological bioavailability.

termed

1. Environmental availability.

Various processes induce deviations from equilibrium
partitioning in the environment. Consequently,
equilibrium partitioning coefficients derived in an
optimized laboratory setting cannot be used in these
cases to quantify water concentrations. Sequestration
or “aging” is the process by which chemicals tend to
become less available in time for uptake by organisms,
for partitioning into the aqueous phase, or for extraction
by means of “soft” chemical extraction techniques. With
increasing contact time, the chemicals appear to migrate
deeper into the organic matrix, are irreversibly bound to
the matrix, or tend to be precipitated at the surface of the
solid phase. For metals, the latter process is strongly pH-
dependent and precipitation is often observed at high pH
values. The use of equations where sorption is estimated
from hydrophobicity (in the case of organic chemicals) or
from short-term partitioning experiments at low pH (for
metals), will fail to predict the effect of sequestration.
Instead, other means of obtaining good estimates of pore
water concentrations or actual measurements under field
conditions that do not meet the basic requirement of
equilibrium, need to be used. There are also regression
equations linking partition coefficients determined in
field samples to the substrate-related parameters affecting
partitioning (like pH and organic carbon content)
available for the purpose of indirectly quantifying
sequestration.

2. Environmental bioavailability.

The uptake of chemicals involves the passage of
compounds across a biological membrane, mediated
by a carrier or a single solute. Compounds may enter
tissues through passive diffusion, facilitated diffusion
and by active transport mechanisms. Passive diffusion
is the major uptake process for many organic chemicals,
as well as some metals and organometals. The driving
force for uptake is a fugacity difference between water
and the organism. Although some inorganic and organic
metal complexes may be directly taken up while other
ligands may compete with organisms for the metal, it
is the free metal ion that is supposed to be capable of
passing biological membranes. As a consequence, metal
availability and toxicity are functions of water chemistry,
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Figure 3.52. The relationship between the uptake rate (k
as percentage of the uptake rate measured at the lowest
experimental pH) of phenols by guppy and the pH of the water,
where Phe is phenol, DCP is 2,4-dichlorophenol, 245-TCP is
2,4,5-trichlorophenol, 246-TCP is 2.4,6-trichlorophenol, PCP
is pentachlorophenol, PheBuA is 4-phenylbutyric acid, DCBeA
is 3,4-dichlorobenzoic acid and DBNP is 2,6-dibromo-4-
dinitrophenol. From [154]. Copyright Elsevier.

as pore water chemistry (speciation) determines the free
metal ion activity. Formation of inorganic and organic
metal complexes and sorption of metals and organic
micropollutants to particulate matter have been shown to
reduce toxicity. As a result, the relationship of toxicity to
total or dissolved concentrations can be highly variable,
and depends on the ambient water chemistry.

3. Toxicological bioavailability.

This aspect was discussed above on the basis of the CBR
concept. For metals, the activity of the free ion has been
shown to correlate best to toxicity. However, competition
with other cations (most notably the macro-elements
Ca, Mg, Na, and protons) for uptake at specific biotic
ligands also affects uptake and toxicity. The latter aspect,
together with the pharmacological principle mentioned
above, formed the basis for the recently developed Biotic
Ligand Model (BLM). The BLM too, assumes that the
effect is proportional to the concentration of metal bound
to the target site, and that this target site (biotic ligand) is

in direct contact with the external aquatic environment.
The BLM uses chemical speciation modelling to quantify
the activity of the free metal ion and seems well capable
of describing the acute toxicity of metals to fish, when
the gill is the target site. Although some BLMs have
also been developed for other aquatic organisms, such
as crustaceans and algae, it remains unclear whether the
assumption that the target is in direct contact with the
external environment is always valid. Chronic exposure
may modify the gill-metal binding characteristics. It
therefore remains unclear whether gill-metal binding
constants derived in BLMs for acute toxicity may also
be applicable for predicting the effects of long-term
metal exposure. As only a fraction of the total metal
body burden is biologically available for interaction
with sites of toxic action, a better understanding of the
internal compartmentalization of metals in organisms
and its consequences for toxicity is required. The same
is true for polar or ionic organic compounds, whereas
the basic assumption of partitioning of hydrophobic
organic compounds between the aqueous phase and the
body tissues provides a sound basis for predicting the
toxicologically bioavailable fraction. The principles
behind BLMs are described in Chapter 7 and in a special
issue of the journal “Comparative Biochemistry and
Physiology: Part C Toxicology and Pharmacology”
[157].
3.7.3 Inclusion of bioavailability in risk assessment
As discussed above and as summarized as early as in
1994 by Hamelink et al. [153], the principles underlying
the bioavailability concept are well-known. What
is lacking grosso modo however, is a well-designed
database containing quantitative information on the large
array of parameters that jointly determine bioavailability.
This refers not only to a lack of validated expressions of
the kinetics and thermodynamics of the fate processes
determining the activity of the available fraction of the
chemical in the water phase and in the solid matrices,
but also to the kinetics of the most important uptake and
elimination processes by biota, as well as the kinetics
of the biological response of biotic species to elevated
exposure to increased contaminant levels. This lack
of knowledge is most apparent for inorganic species
and hinders their proper inclusion for risk assessment
purposes.

For neutral organic compounds a correction for
bioavailability on the basis of standardized interactions
of the chemical with the organic material present in the
system, is widely accepted. Assuming that the differences
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in the nature of the organic matter present, and that the
composition of the aqueous phase in terms of parameters
potentially capable of affecting sorption of organic
chemicals to organic ligands, do not affect the chemical
interaction of the contaminant with the organic sorbents,
most environmental risk assessment procedures include a
correction of the standards by means of K.

For metals, metalloids, and ionic organic species, no
generic correction is available yet. Instead, the common
procedure is to include bioavailability considerations
in second-tier risk assessment procedures, taking local
conditions specifically into account; general approaches
are currently the subject of scientific and regulatory
debate.

3.8 FURTHER READING

1. EU TGD part 3 section 4.4 PBT assessment, P criterion
(as in the general references). [38]

2. Mackay D. 1991. Multimedia Environmental Models.
The Fugacity Approach. Lewis Publisher, Chelsea, MI.
(1]

3. Schwarzenbach RP, Gschwend PM, Imboden DM. 2003.
Environmental Organic Chemistry 2"¢ edition. Wiley
Interscience, New York, NY. [16]

4. UMBBD database on the internet (as in the general
references). [129]

5. KEGG pathway database on the internet (as in the
general references). [130]

6. Alexander, M. (1994) Biodegradation and Bioremediation.
Academic Press, San Diego, CA. ISBN 0-12-049860-X
[158]
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4. ENVIRONMENTAL EXPOSURE ASSESSMENT

D. VAN DE MEENT AND J.H.M. DE BRUIN

4.1 INTRODUCTION
4.1.1 Use of models in the assessment of exposure
concentrations

Organisms, man included, are exposed to chemicals
through environmental media. Assessment of exposure
concentrations can be done by measurement or by other
means of estimation, e.g. model-based computation.
For the risk assessment of existing situations, both
measurement and modelling can be used; to assess
the risks posed by new chemicals or new situations,
modelling is the only option. Although it may seem
natural to assume that measurement yields more certainty,
this is not necessarily so. Chemical analyses are usually
carried out on samples, taken at specific locations and
times. Observed concentrations reflect the variations in
concentration in space and time. Unless measurement
programmes are designed to yield the “typical” or
“average” concentrations desired in risk assessment
practice, available measurements may be biased, more
often than not towards enhanced concentrations. By
contrast, modelled concentrations generally do reflect the
“typical” or “average” concentrations needed. Therefore,
modelling may be of use in risk assessment even in
existing situations where measurement would seem to be
the natural option to choose. This obvious shortcoming
of many risk assessment models (viz. their inability to
accurately predict concentrations at specific times and
specific locations) is thus turned into an advantage.
Moreover, if we are to assess bioavailable concentrations,
modelling may be preferable, since the bioavailability of
many chemicals is often more adequately estimated by
modelling than by analytical measurements. Ideally, both
exposure levels and no-effect levels should be expressed
in terms of internal concentrations at the site in the
organism where the actual toxic effect occurs. Such
comparisons by-pass problems of bioavailability, uptake
and elimination kinetics, and metabolism. However,
lack of internal exposure and internal effect/no-effect
data makes this procedure impracticable for the time
being. Therefore we have to base exposure assessments
on external concentrations in environmental media.
This introduces uncertainty into the risk assessment
since the ratio of external to internal concentrations
(bioavailability) may not be the same in the assessment of

exposure levels and no effect levels. In order to minimize
this source of uncertainty, it is desirable to express both
exposure and no effect levels in terms of bioavailable
concentrations.

The essential first stage in creating and using models
is the conceptualization stage, i.e., deciding what kind
of representation of reality is to be created. Obviously,
model builders need to carry out this process of
fundamental decision-making very carefully, while model
users should realize that in selecting an existing model
for their specific purpose, decisions of the same kind are
implicitly made. During conceptualization, modellers
(builders and users) need to reflect on the purpose of their
modelling effort: what is being modelled and what for?
Conceptualization involves making fundamental choices
about what aspects of reality are relevant to the purpose
of the specific modelling process and which aspects of
reality are to be left unaccounted for. At this stage, the
modeller chooses the level of sophistication required to
meet the objectives of the modelling task. In general,
simple models are to be preferred over sophisticated
models, since the more sophisticated the model is, the
more data and labour-intensive (and therefore costly) the
modelling activity, and the more difficult interpretation
of the results becomes. Moreover, the results of simple
model calculations are easier to communicate and,
therefore, may serve the purpose of decision support
better. Objective criteria should be applied to make this
choice (Box 4.1).

The great advantage of using models is that they allow
us to conceptualize this relationship; we can use our
knowledge of the processes to describe the relationship
in terms of the characteristics of the environment and
properties of the chemical. The utility of models is
that they allow us to evaluate the results of the many
processes occurring simultaneously which would not
otherwise be apparent (Box 4.2). The processes affecting
the concentration of a chemical are relatively well
understood and may even look simple. It is the multitude
of processes acting in parallel that makes the result
difficult to understand.

Models are used as instruments in risk assessment and
risk management to describe the relationship between
emissions and concentrations and to predict the results of
management measures. This use is not undisputed. Both
scientists and decision-makers have often criticized the
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Box 4.1. Criteria for choosing the level of model sophistication

Purpose of the model.

For the purpose of identification of critical environmental compartments and a priori estimation of risks associated with the
introduction of new chemicals, a relatively simple screening with a multimedia box model may be sufficient. Prediction of
the effect of emission reduction on concentrations at specific times and places may require the use of a more sophisticated
dynamic two or three-dimensional air, water or groundwater quality model.

Acceptable uncertainty.

The required level of confidence should follow from the use of the modelling results. If simple modelling demonstrates
that the margin between the calculated concentration and the predicted no effect level (PNEC) is sufficiently great for the
purpose of the modelling activity, no further increase in the level of confidence is required.

Box 4.2. Purpose of models

Provide insight.

Models provide a way to interpret observations logically. The use of models can help us to understand certain aspects of
reality. They may help to identify cause-effect relationships that are not apparent in an initial review of the data. Used in this
way, models primarily serve to provide insight into “how theory operates”, as Lassiter put it, rather than “how the system
operates” [1]. Models are useful for quantifying the implications of our assumptions about reality: they provide a way of
testing the adequacy of the current state-of-the-art of theory to describe reality. A good way to gain better understanding
with a model involves systematic variation of parameters to find the parameters which the model output is most sensitive
to. This sensitivity-analysis procedure helps to identify the key processes and pathways for the chemical.

Support decision-making.

Modelling provides a means of eliminating the vagueness inherent to decision-making. Reasoning is made more explicit
when the possible results of alternative strategies for risk reduction and the uncertainties associated with it are properly
quantified. A powerful way to use models in decision-making is in the “what-if scenario”, which can help to identify the

most effective strategy.

unquestioned confidence that modellers are thought to
have in the results of their calculations. In fact, it is often
believed that modellers fail to recognize the difference
between the real world and the models they make of
it. Scientists may question the validity of models as
representative of reality, whereas decision-makers may
doubt their predictive value. Model users should realize
that it is impossible to make perfect predictions of real-
world behaviour. Only the most dominant processes
affecting the fate of a chemical can be accounted for in a
model. To stress this, models have been called “cartoons
of reality”. Rightfully so, as models always reflect the
subjective view of the modeller and different models are
needed to express different aspects of reality.

Readers are referred to specialized textbooks and
documents for further information on this subject [2-8].

4.1.2 Mass balance modelling

Many of the models used in risk assessment of toxic
substances are compartment models, also referred to as
box models. The environment is thought to be made up of
homogeneous, well-mixed compartments. Compartments
can represent segments of the environment, or even
entire environmental media. Examples of the former are
the spatially segmented air and water transport models
and layered soil models. The latter is used in multimedia
(air, water, soil, etc.) fate models and in physiology-
based pharmaco-kinetic models (blood, tissue, etc.).
Compartment models apply the principle of mass
conservation: the mass of a substance in a compartment
appears or disappears only as a result of mass flows
of a substance into or out of the compartment. What
compartment models have in common is that the mass
balance equation is used as their basic instrument.
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Compartment models are therefore often referred to as
mass balance models. Because mass balance modelling
is used so widely in the environmental risk assessment
of toxic substances, its principles will be explained
here. We shall first derive a mass balance equation for
one compartment, then a mass balance model for more
compartments.

One compartment
If a substance is added to or taken from a compartment,
the mass of that substance in the compartment changes.
This change can be quantitatively expressed in a mass
balance equation, in which all incoming and outgoing
mass flows of the substance are accounted for:
see below “.1)
where AM and AC and are changes in mass and
concentration within a time interval At, respectively, and
V is the (constant) volume of the compartment. Note that
the change is in unit mass per unit time (e.g. kg.d): a
sum of mass flows. If nothing is added or taken away (or
if gains and losses match exactly), the mass of substance
in the compartment does not change: a steady state. If
AM, AC and At are infinitesimally small, equation (1)
becomes what is mathematically known as a differential
equation. Differential equations describe at what rate a
variable (here: mass of a substance in a compartment)
changes. If the mass at starting time (#=0) is known (the
initial condition), a differential equation can be used to
derive the mass at other times. The art of mass balance
modelling is thus to properly quantify the mass flows of
a substance going into and out of the compartments.

For the purpose of mass balance modelling it is
useful to distinguish between mass flows that take place
independently of what happens in the compartment and
mass flows that do depend on the conditions within
the compartment. Emissions and imports are examples
of the first category. As explained in Chapter 2, the
rate at which mass is brought into the compartment by
these processes may be constant or time-dependent,
and may relate to the mass of a substance outside the
compartment, but bears no relationship to the mass of
a substance within the compartment. These mass flows
need to be specified to the model as so-called “forcings”.
If a constant emission of E (kg.d!) is forced upon a

compartment, which contains M, kg of the substance at
=0, and nothing else happens, the mass balance equation
becomes:

am dC
=Zl=v=|=E 4.2
dt ( dt ) (4-2)
of which the integral form or solution is

How this solution is obtained is not further explained
here. Readers may want to refresh their knowledge of
this mathematical calculation method by reviewing a
standard text on differential calculus, e.g. Wikipedia
[http://en.wikipedia.org/wiki/Differential_equation].

The result of a constant inflow of a substance is
that the mass of the substance in the compartment
continuously increases. Note that this occurs at the
constant rate of E kg.d! (Figure 4.1). This second
category applies more in general. As explained in
Chapter 3, loss rates generally depend on the mass of a
substance in the compartment. Often, this relationship
is assumed to be linear: loss is modelled as a first-
order process, which means that mass flow is assumed
to be directly proportional to mass in the compartment.
For instance, the loss due to reaction with chemical or
microbial agents (degradation) is often characterized by
(pseudo) first-order kinetics:

where k is a (pseudo) first-order reaction rate constant
(d'"). Because the reaction rate is proportional to the
first power of the concentration C (c! ), the degradation
mass flow is described by a first-order differential
equation. This is why reaction kinetics are referred to
as first-order. It should be noted that first-order reaction
kinetics are the exception, rather than the rule. Zero-
order kinetics, in which the reaction is independent of
C (formally proportional to C%), second-order kinetics
(reaction rate proportional to C2) and broken order
kinetics (proportional to C/-’) commonly occur. Second-
order kinetics will generally apply when a substance
reacts with a chemical agent: the reaction is first-order in
relation to both the substance degraded and the reactant.
It is only because the concentration of the reactant is

AM (_y ACH _ oains — _
Ar [— v Ar ) = gains — losses = Y, mass flows

“4.1)
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Figure 4.1. Elementary form of a one-compartment mass balance model, showing the differential mass balance equation and its

solution for the cases of emission only (red), degradation only (blue) and both (green).

often approximately constant that the reaction appears
proportional only to C’. This is called pseudo first-order
reaction kinetics.

If degradation is the only process, the mass balance
equation becomes:

aM dC
—|=V—/|=-k-M 4.5
dt [ dt ) (4.5)
the solution of which is:
~k-t

First-order degradation results in an exponential decrease
of mass in the compartment (Figure 4.1). Note that,
in agreement with Equation 4.5, the rate of change
decreases from its initial value of -M .k to zero as ¢
approaches infinity.

If both emission and degradation act on a
compartment, the combined result will be:

(see Figure 4.1). Equations 4.7 and 4.8 illustrate how the
mathematical solution of the mass balance equation yields
a mass-time profile of a substance in a compartment as a
function of the initial conditions (here: mass at =0, M),
forcings (here: emission rate, E) and the parameters of
the mass flow rate equations (here: the degradation rate
constant, k). Note that eventually (at t=ec), the mass of
substance in the compartment, M (kg) will reach a level
at which the loss by degradation, k.M (kg.d™)), exactly
matches the constant emission, E (kg.d‘l), so that the
mass of substance in the compartment is maintained at
the steady-state level of E/k (kg).

There are many other loss mechanisms that need to be
accounted for in the mass balance equation, such as such
as advective or diffusive outflow. Because losses due to
all mechanisms i are proportional to M, and can each be
represented by a first-order rate constant k; (dh, the full
mass balance equation keeps the same simple format of
Equation 4.7, namely:

%4 [: \% %) =E-k-M;M=Mjatt=0  (4.7) see below “9)
the solution of which is: and its solution takes the same format as Equation 4.8:
M:Mo-e*""+%(1—e*’”) (4.8) M=M0~e*,-2"i"+2£k<1—eiz"f'f) (4.10)
i
i
O{Tﬂt/[(zv%)=gains—losses=E—Zki'Mi M=M,att=0 @9
i




Introduction 163

More compartments
Models usually comprise many compartments and
describe the transport of a substance in and between
these compartments. Such multicompartment mass
balance models contain one mass balance equation
for each compartment in the model. As in the above
situation for one compartment, losses are all assumed
to obey first-order kinetics. Where more than one
compartment is involved, losses may be due to
degradation or export, but losses may also represent
mass flows from one compartment to another. For a set
of n compartments, this leads to a set of n mass balance
equations, all of which will have the same format as
Equation 4.9, with n unknown masses M, and a suite
of first-order rate constants which describes the losses
from the compartments. We shall work this out for three
compartments, as shown in the diagram in Figure 4.2.
Each of the compartments receives an emission.
For the sake of simplicity, emissions will be assumed
to be constant and imports considered to be included
in the emission flows. The emission flows into the
compartments i are denoted by E; (kg.d!). Degradation
occurs in the three compartments. Again, in the interests
of readability, the degradation flows will be considered to
include possible exports. The resulting mass flows from
the compartments i, out of the system are characterized
by pseudo first-order loss rate constants k; and denoted
by k.M, (kg.d™!). There are six intercompartment mass-
transfer flows, each proportional to the mass in the
source compartments denoted by ki’j.M f (kg.d'1). On this
basis, and assuming all initial masses to be zero, the three
differential mass balance equations become:

For this system of three compartments there is an
equation equivalent to Equation 4.10, i.e. the analytical
solution of the one-compartment system, which expresses
the mass of the substance at all times. It is not possible
to formulate precisely how the three masses in the
three compartments change with time. Solutions can be
approximated quite well, however, with computer-based
numerical techniques which will not be described here.
As in the one-compartment system, the three-
compartment system will eventually (at =) reach to
a steady state in which emission is equally balanced by
degradation (dM, /dt = 0) and masses reach their constant
steady state level, M";:

see below “4.12)
There is an analytical solution for this system of three
linear equations with three unknowns. The set of steady-
state masses for which the mass balance equations
become zero can be derived directly from Equation 4.12
quite easily through simple algebraic manipulation.
Readers are encouraged to work this out as an exercise.
Solving sets of equations algebraically becomes
increasingly tedious for larger sets. Linear algebra (matrix
calculus) is used to obtain solutions to large sets of linear
equations. Readers may want to refresh their knowledge
of this mathematical technique by reviewing a standard
text on linear algebra and its application in solving
systems of linear equations, e.g. in Wikipedia [http://
en.wikipedia.org/wiki/System_of_linear_equations].

For this purpose, we reformulate (4.12) in vector/
matrix notation and define:

see below 4.11)
M,
balance; = E; - (k; +k; 5 +k; 3) - M| +ky - M5 +ky; -M3=0 (4.12)

balance, = By +k; 5 M| — (ky +ky | +kp3) My +ky, M3=0
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Figure 4.2. Diagram of a three-compartment mass balance
model. Intercompartment mass-transfer represents a loss to the
source compartment and a gain to the receiving compartment.

see below 4.13)

Using this, the three mass balance equations of 4.12 can
be rewritten into a one-line linear-algebraic equation:

e+A -m=0 (4.14)

thus

(4.15)

Multiplication of both ends of equation 4.15 by the
inverse of the coefficients matrix, A1

then yields the vector of steady-state masses in the
compartments:

m=-A" e (4.17)
Various standard software packages, such as Microsoft
Excel, can be used to carry out matrix inversion.

4.1.3 Model types

The models described in this chapter represent just a few
of the many different types of models that are available
to serve a variety of modelling purposes. As a guide for
potential model users who want to select a model for
a given purpose, some of the main terms that are often
used to describe and categorize models are listed and
explained here:

Modelling objective

The objective of the exposure models discussed in this
chapter is to describe what happens to micropollutants
after their release into the environment. These kinds of
models are called distribution models (Section 3.2),
physiologically-based (bio)kinetic models (PB-(B)K,
(Sections 6.3 and 6.4), multimedia fate models, and
water-quality models, etc. They are different from
population models, economic models and meteorological
models, as well as statistical models or even effect
models.

Basic approach

All the models dealt with in this chapter are mathematical
models which are used to describe mass flows and
concentrations quantitatively. This method of modelling
is often contrasted with other basic approaches
like descriptive modelling or physical modelling.
Descriptive models generalize the phenomena to be
modelled in qualitative or semi-quantitative scientific
terminology. This sort of modelling is applied during
the conceptualization stage of quantitative mathematical
models. In physical modelling, reality is simulated by
building physical, usually small-scale, models of natural

AT A -m=1-m=m=-A""¢ (4.16)  gituations.
M, E, —(ky+kyp+k;3) Ko k3
M; E; K3 K3 —(ky+k3 ) +ks5)
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Scientific method

Different approaches can be taken in mathematical fate
modelling. The models in this chapter are deterministic
and take the mechanistic or theoretical approach.
The philosophy behind this approach is that fate is
determined by mechanisms or processes that can be
quantitatively described on a theoretical basis. The
results of deterministic model calculations are always
the same and do not depend on chance. Deterministic
models differ in this sense from stochastic models, in
which some of the factors influencing fate are allowed
to have some random variation. Deterministic models
may be formulated on a mechanistic or an empirical
basis. Empirical model formulations makes use of
relationships that are empirically found to be valid. As a
consequence, they can only be applied to the conditions
for which the relationship was found. Mechanistic model
formulations are based on a theoretical understanding of
the process; the range of applicability can be rationalized.
Therefore, mechanistic model formulations are usually
preferred above extrapolation models, whereas empirical
formulations may be better for interpolation models.

Computational approach

Deterministic fate models may differ in the way in which
the processes are represented and the solution is derived.
Many simple models derived from only a few equations
can be solved algebraically. The result, the analytical
solution, is an equation that explicitly expresses the
model output (here the exposure concentration) as a
function of the influencing factors. Equation 4.8 is
an example of this. More complicated models often
do not have an analytical solution, they require a
numerical approximation. Examples of numerical
solutions are dynamic simulations of the time-dependent
output of multicompartment mass balance models, as
well as the linear-algebraic steady-state solution of
multicompartment models as in Equation 4.17 .

Dimensionality

Fate models also differ in spatial and temporal
dimensionality. With respect to space there are zero, one,
two and three-dimensional models. In zero-dimensional
models, there is no spatial variation in concentrations.
Zero-dimensionality is used in multimedia models
which describe the distribution and fate of chemicals in
homogeneous environmental compartments. Fate models
for one compartment usually have spatial variability in
one (layered soil models) or more (air and water quality
models) directions. With respect to time there are steady-
state models and dynamic models. Steady-state models

give the concentration in the compartments at the time
when a steady-state has been reached approximately,
whereas dynamic models yield concentration-time series
(Figure 4.1).

4.14 Models versus measurements

When assessing data on exposure to chemicals, a range of
concentrations may be available, e.g. from measurements
in the environment. As stated in Section 4.1.1, it may
appear that measurements always give more reliable
results than model estimations. However, even measured
exposure concentrations can have a considerable
uncertainty attached to them, due to temporal and spatial
variations. Therefore, when carrying out an exposure
assessment it may be very useful to compare the
estimated and measured concentrations in order to select
the “right” data for use in the risk characterization phase.
This comparison can be done in three steps [2]:

1. Selection of reliable data by evaluation of the
analytical techniques used and the time scale of the
measurements.

The techniques used for sampling, processing and
detection have to be evaluated in the light of the
physicochemical properties of the chemical. For example,
filtering water samples may considerably reduce the
concentrations of highly sorptive chemicals. This need
not pose a problem as long as the data are compared
with the bioavailable predicted no effect concentration
(PNEC). Measurement of concentrations in sediment,
however, may be more relevant in this case. Care should
also be taken in assessing measurements at or below the
analytical detection limit. Reported average values may
be strongly influenced because concentrations below the
detection limit are reported either as zero or as a certain
fraction of this detection limit.

With regard to the time scale, information is required
on whether the data were obtained from occasional
sampling or from more frequent monitoring programmes.
This measuring incidence has to be taken into account in
the emission scenario. Monthly measurements in surface
water, for instance, may very well overlook periodically
high concentrations due to intermittent releases.

2. Correlating these data to the appropriate emission and
modelling scenarios.

The measured data must be allocated to a certain spatial
scale to enable comparison with specific modelling
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scenarios. Concentrations measured near point sources,
e.g. the outlet of a sewage treatment plant, must be
compared with model estimations set up for a similar
small area. In addition, measured concentrations of
chemicals that are emitted from many point sources
or area sources can only be properly compared with
estimates from larger scale models that take the fate of
the chemical in the environment into account.

3. Comparing representative data with corresponding
model estimates and undertaking a critical analysis of
the differences between the two.

The results of model estimations and measured data are

compared. Three different situations can occur [2]:

a. The calculated concentrations are approximately
equal to the measured data, indicating that the
most relevant sources have probably been taken
into account and the appropriate estimation model
has been selected (although sheer luck cannot be
excluded, agreement may be due to balancing
overestimations and underestimations!).

b. The calculated concentrations are much higher than
the measured data, for which there may be several
explanations: elimination of the substance under
environmental conditions may be much faster than
calculated in the model; emissions may have been
overestimated, a different time scale may have been
used; or the measured concentrations may represent
“background” levels whereas at specific locations
much higher concentrations may occur.

c. The calculated concentrations are much lower than
the measured data, which may be due to the reverse
of the reasons given under b.

In principle, data from measurements in the environment
should be given more weight than model calculations,
provided that they are representative of the emission
scenario and have been adequately measured. Making
a comparison with model estimations, however, is
probably always useful since it is the only way to validate
the assumptions made in models. Each time model
predictions are validated by monitoring or laboratory
data, confidence in the model’s predictive power will
increase. Hence, greater confidence can be placed in
the resulting risk assessments and the conclusions
drawn from them. Thus, monitoring and laboratory data
have complementary roles, alongside fate models, in
comprehensive risk assessments.

4.2 AIR MODELS

4.2.1 Introduction

Modelling the dispersion of trace components in the
atmosphere, including their physical and chemical
transformations, is an essential element in the
general study of the environmental behaviour of
trace components and in determining the functional
relationships between emissions and concentrations or
deposition levels. Measurements and models are closely
interrelated. Measurements are necessary for setting
parameters and the validation of models, on the one
hand, while model results may provide support in the
evaluation, generalization or extrapolation (in space and
time) of measurements on the other.

The general structure of atmospheric models is shown
in Figure 4.3. The input requirements are meteorological
parameters and emission data. Terrain data (roughness,
length, land-use or orography) may also be required. The
output of the model consists of spatial and/or temporal
information on concentration and deposition levels,
i.e., the atmospheric input to soil or surface water. The
inner part of the model deals with atmospheric processes
(advection, dispersion, chemistry and deposition). The
complexity of this part may vary, depending on the
output requirements. For example, the approach taken in
a model which is suitable for estimating concentration
levels in the direct vicinity of a point source will be
totally different from the approach taken in a model to
estimate the global distribution of a persistent pollutant.
Atmospheric chemistry may be treated in a complex non-
linear way, e.g., to describe ozone formation or, as in the
case of relatively slow reacting pollutants, as a pseudo
first-order loss process.

This section first gives a short overview of different
model types, followed by some examples of operational
air models. Next, the use of a local air model for the
risk assessment of new and existing chemicals is
described. The section ends with a description of the data
requirements of air models.

4.2.2 Model types

Compartment or box models with little spatial resolution,
like the multimedia fate models, are perhaps the most
simple tools for making a first estimate of ambient levels.
In an atmospheric box model the pollutants are assumed
to be mixed homogeneously. Changes in concentrations
result from chemical transformation, emission, deposition
and transport across the boundaries. Box models should
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Figure 4.3 General structure of atmospheric models.

preferably be used only for indicative purposes, as
the assumptions made in the model may not be met in
practice. However, since the fate of pollutants in other
compartments (soil, surface water, etc.) is also described
in multimedia box models, they provide a valuable tool
in risk assessment, as demonstrated by the widespread
application of Mackay-type multimedia models (Section
4.5).

Dispersion of a chemical within compartments or
boxes is not taken into account. Atmospheric dispersion
of chemicals in air can be described by two different
numerical approaches, the Eulerian or the Lagrangian
approach. Both methods have their advantages and
limitations. In the development of operational models
approximations have to be made. The FEulerian
approach uses a regular grid of air compartments, for
which concentrations and depositions are calculated
by solving mass balance equations (see Section 4.1.2).
Eulerian models generally require a substantial amount
of computer time. Under the Lagrangian approach the
processes taking place in an air parcel travelling with the
atmospheric motion are followed. Lagrangian models
are either source-oriented, i.e., the air parcel (also called
“puff”) originates at a specific source and is followed
on its journey downwind from the source, or receptor-
oriented, i.e., the air parcel is followed travelling over
source areas, picking up emissions until it arrives at the
selected receptor area. In Lagrangian models advection is
treated in a relatively simple way which makes the model
computationally less demanding.

4.2.3 Some examples of operational models
Gaussian plume model

An air model commonly used is the Gaussian plume
model (GPM). This Lagrangian model describes the
dispersion in the direct vicinity (maximum 30 km) of a
source. Assuming that turbulence is a random process,
it is expected that the mean concentration of material
emitted from a point source will have a two-dimensional
Gaussian distribution perpendicular to the mean wind
direction. Figure 4.4 shows the horizontal and vertical
Gaussian distributions. In its simplest form the GPM

describes concentrations at a specified location, Cx’y,z,
according to the following equation:
see below (4.18)

where

Q = source strength (kg.s™!)

u = wind speed (m.s'})

H = (effective) source height, i.e., the sum of
stack height and plume rise (m)

o, = dispersion coefficient in horizontal
direction (m)

o, = dispersion coefficient in vertical direction

(m).
The values of Gy and ¢, depend on travel distance (or
travel time) and atmospheric stability. The most widely
used expressions to correlate 6, and 6, with atmospheric
variables are based on the Pasquill stability classes

X2 26,0,

20, (4.18)
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Figure 4.4. Horizontal and vertical Gaussian distributions
according to a Gaussian plume model (GPM). From [10].

and were developed by Gifford [9]. The dispersion
coefficients are presented in graphic and numerical
form in [10] and [11]. These correlations are commonly
referred to as the Pasquill-Gifford curves. For use in the
GPM formula, analytical expressions are empirically
determined:

— z
0,=R,x

(4.19)

oy = Ryxry (4.20)

Ry, R,, I, and r, are empirical parameters, which depend

on the stability class and averaging time. Parameter

values can be found in textbooks, e.g. Seinfeld [12].

As many assumptions are made in the GPM, the model

has some serious drawbacks. It can only be used if:

e There is a steady-state (constant emissions, constant
wind and homogeneous turbulence).

* Deposition and chemical transformation can be
neglected.

»  Wind speed is over 1 m.s! (the GPM can not be
applied under calm weather conditions).

* Distances are less than approximately 30 km (for flat
terrain, otherwise even shorter!).

A modified GPM, known as the “National model”

[13] is used in The Netherlands to calculate frequency

distributions of concentrations for various receptor points

around a source, using statistical meteorological data.

Operational model for Priority Substances
A flexible atmospheric transport model for the calculation

of long-term averaged concentrations and deposition
fluxes of low-reactive pollutants is the operational model
for priority substances (OPS), as described by Van
Jaarsveld [14]. Atmospheric processes included in this
model are dispersion, dry deposition, wet scavenging
and chemical transformation. The model uses statistical
meteorological data. The minimum set of required
meteorological information consists of 6-hourly data for
wind speed and direction, global radiation, temperature,
and precipitation amount and duration. These data are
pre-processed by a separate program to calculate the
necessary statistics. The averaging period can range from
one month to more than 10 y. The receptor points may
be defined on a regular grid in a model domain ranging
from the local scale (100 m around a source) up to the
scale of the European continent (approximately 2000 x
2000 km), or they may be defined as exact geographical
(x,y) coordinates. The last option can be used when the
user wishes to compare the model results with measured
values from monitoring stations, for example. Emissions
can be defined as any combination of point sources
and (diffuse) area sources with variable horizontal
dimensions. For a more detailed description of the model
structure the reader is referred to Van Jaarsveld [14].

To avoid the above shortcomings and to take into
account larger spatial scales, a large number of transport
models have been, and are still, developed. It is, however,
beyond the scope of this book to discuss these models in
detail. Various operational models have been reviewed in
several papers and reports [7,15,16]. Aspects that should
be considered when selecting a suitable atmospheric
model are given in Box 4.3.

4.2.4 Application of a local air model in the risk
assessment of industrial chemicals

Models such as the OPS model are highly flexible and
can be adjusted to take into account specific information
on scale, emission sources, weather conditions, etc. This
type of information is generally not available for new
chemicals and many existing chemicals. Hence, a generic
exposure assessment is carried out based on a number
of explicit assumptions with a number of fixed default
parameters. How to conduct a local exposure assessment
of this kind was described by Toet and De Leeuw [17].
Using the OPS model, the authors carried out a number of
default calculations in order to find a relationship between
the basic properties of substances, in terms of the vapour
pressure and Henry’s law constant, and the concentration
in air and deposition flux to soil near a point source. The
following assumptions/model settings were made:
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Box 4.3. How to select a suitable atmospheric model

a. Spatial scale.

Is it sufficient to calculate concentrations on a local scale (less than approximately 30 km around the source) or is it necessary
to include the contribution made by long-range transport of emissions on a continental scale (approximately 2000 km) or on a
global scale? The relevant spatial scale relates to the atmospheric residence time of the component: transport of persistent
organic pollutants occurs on a global scale; transport and deposition of heavy metals is a typical continental problem.
However, in many cases it may be sufficient to include the continental or global contribution as a “background” contribution
in local scale calculations.

b. Temporal scale.

Are long-term (yearly) averaged or short-term (hourly) averaged concentration or deposition values required? Episodic models
are designed to predict hourly averaged concentrations during short periods of several days. For these models large amounts
of meteorological input is needed as the variation in meteorological conditions in time and space has to be taken into account.
In long-term models the description is generally simplified by using statistical information.

c. Components.

What are the chemical properties of the modelled component? For reactive species and for secondary pollutants, i.e.,
pollutants which are not directly emitted but photochemically produced in the atmosphere, atmospheric chemistry has to be
included in the model. For relatively inert species, a simpler approach can be used. Special models have been developed to

describe the transport of heavy gases and particle-bound pollutants.

d. Computer facilities.

The availability of computer resources may be one of the most stringent selection criteria.

e. Required accuracy.

The accuracy of the various steps in the causal chain from emission to environmental effect should be more or less the
same. There is no need for a complex, detailed atmospheric model when little is known about emissions and their spatial

distribution.

e Realistic, average atmospheric conditions, obtained
from a 10-year data set of weather conditions for The
Netherlands.

e Transport of gaseous and aerosol-bound chemicals
was calculated separately; partitioning between gas
and aerosol was estimated using the Junge-Pankow
equation (Equation 3.9 in Chapter 3).

e Because of the short distance, losses due to deposition
and atmospheric reactions were neglected.

* Assumed source characteristics:

- Source height: 10 m, representing the height of
buildings in which production, processing or use
takes place.

- Heat content of emitted gases: 0, meaning no extra
plume rise caused by the excess heat of vapours
compared with outdoor temperature is assumed.

- Source area: 0 m, representing an ideal point
source.

e (Calculated concentrations for long-term averages.

The concentration in air at a distance of 100 m from the

point source was estimated. This distance was arbitrarily

chosen to represent the average size of an industrial
site. The deposition flux of gaseous and aerosol-

bound chemicals was estimated in the same way as the

estimation of atmospheric concentrations, by means

of an estimation method and with the help of the OPS
model [17]. The deposition flux to soil was averaged

over a circular area around the source with a radius of 1

km, to represent the local agricultural area. Deposition

velocities were used for three different categories:

* Dry deposition of gas/vapour: estimated at 0.01
cm.s,

e Wet deposition of gas/vapour: determined with the
OPS model.

e Dry and wet deposition of aerosol particles,
determined with the OPS model using an average
particle size distribution.

Based on these assumptions and model settings,

calculations were carried out for both gaseous and

aerosol-bound substances. These calculations were
carried out for a source strength of 1 kg.s'!, as it has
been shown that concentrations and deposition fluxes
are proportional to the source strength. The results of the
default calculations are given in Table 4.1.

The results in Table 4.1 show that local atmospheric
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Table 4.1. Results of default calculations with the OPS model for a source strength of 1 kg/s.
Concentrations at 100 m and deposition flux averaged over a circle with a radius of 1 km.

(Gaseous substances

Aerosol-bound substances

Log H Conc. at 100 m Deposition flux Conc. at 100 m Deposition flux 1000 m
(Pa-m*/mol) (kg/m?) 1000 m (kg/m?s) (kg/m) (kg/m?.s)

<-2 5101
2-2 24-10° 410710 24-10° 110

>2 31010

concentrations are independent of the physicochemical
properties of the compounds. Hence, once the emission
from a point source is known, the concentration at 100 m
from the source can be estimated with a relatively simple
relationship:

air

Cy, = vl Cstd,;, 4.21)

where

C,. = concentration in air (in gas phase as well as
aerosol-bound) at 100 m from point source
(kg.m™)

E,. emission rate to air (kg.s})

Cstd);,. = standard concentration in air at a source
strength of 1 kg.s™! (=24 x 100 kg.m?3)

Estd = standard source strength (1 kg.s1).

The deposition flux can also be calculated relatively
simply, although it is slightly more complex because of
its dependence on the fraction of the chemical associated
with the aerosols:

standard deposition flux of gaseous
compounds as a function of the Henry
coefficient (kg.m2.s1); see also Table 4.1.

Dstdgas =

Based on an uncertainty analysis of this model
calculation Toet and De Leeuw concluded that specific
information on source height, the heat content of the
emitted plume and the particle distribution of the emitted
aerosols would greatly improve the overall accuracy of
the estimated concentrations [17]. Unfortunately, the
necessary data will often not be available.

4.2.5 Input requirements for air models

Clearly, there will be a close relationship between
input requirements and the complexity with which the
atmospheric processes are described. Input requirements,
including their temporal and spatial resolution, therefore
depend on the model. However, all model applications
require at least the following information [7,8]:

1. Emission data.

see below 4.22) In addition to the pollutant emission rate, these data
include information on the source itself, i.e. geographical

where location, stack height, volumetric exhaust rate,
Dp, a1 total deposition flux (kg.m2.s™) temperature of flue gases, etc. Emissions can be defined
seroso] = 1raction of the chemical bound to aerosol  as point or diffuse sources. Close to a point source the
(Chapter 3, Equation 3.11) maximum concentration depends on temporal variations

Dstd, .= standard deposition flux of aerosol-bound  in the emission rates. For example, the diurnal profile
compounds (1 x 108 kg.m-2.s°1) of concentrations in a traffic-related situation will be

Dpyga = ﬁ; “ [FRyero501 - P srdaerosol + (1 = FRyero50) D srdgas] 4.22)
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parallel to the diurnal variations in traffic intensity.
During the morning and evening rush hours increased
concentrations will be observed. Averaged concentrations
are independent of temporal variations in emission rate.

2. Physical and chemical data.

The gas-particle partition and deposition parameters
are required. First estimates can be based on vapour
pressure and solubility data. A rough indication of
the photochemical degradation rate must be provided.
Quantitative Structure-Activity Relationships (QSARs)
to estimate the reaction rate with the OH-radical, the
most powerful oxidant in the atmosphere, are available
(see Chapter 9).

3. Meteorological data.

Wind speed and direction are the most important
meteorological parameters. Data on atmospheric stability
(or atmospheric turbulence), mixing height, temperature,
solar radiation or cloud cover and precipitation are also
needed. Depending on the type of model, statistical data
(yearly averaged values, wind roses, etc.) or short-term
(e.g. 1 h averaged values) are required.

4. Terrain type.

Terrain data are generally not used in a first estimate of
ambient levels. Many models assume a flat terrain; more
complex models will require information on surface
characteristics (terrain type, land-use, roughness, length,
etc.).

4.3 WATER MODELS

4.3.1 Introduction

Besides air models, models to estimate the distribution
of chemicals in surface water are generally the most
frequently used models in environmental exposure
assessment. Over the past few decades many different
surface water models have been developed, tailored
to specific needs or specific surface water systems.
They range from very simple mathematical equations,
where the concentration in a river is estimated from the
concentration in a specific effluent divided by a specified
dilution factor, to highly sophisticated models where
concentrations in a whole river or an entire water system
are estimated, for example. Simple models ignore the
removal processes of the chemical after its discharge
into a water system, whereas more sophisticated models
evaluate processes such as volatilization, adsorption
and settling, as well as biotic and abiotic degradation.

This section describes some of the model types most
frequently used in the exposure assessment of chemicals.
The data requirements for water models are also
considered. For basic processes such as advective and
dispersive transport in water, partitioning between water
and sediment and volatilization from the water body see
Chapter 3, Section 3.2.

4.3.2 Simple dilution models

The simplest type of water model is a dilution model
which divides the concentration of a chemical found in
a domestic or industrial discharge effluent, by a specific
stream dilution factor. This dilution factor may be a
generic one, selected to perform a standard exposure
assessment for regulatory purposes, or a site-specific
value based on the volumetric flows of the discharge
and the river. Seasonal differences in river flows and the
time-dependence of the effluent flow may also be taken
into account. Using a simple dilution model the final
concentration in a river after complete mixing (C_) can
be obtained from:

_ CWQW + CCQS

C,.= 4.23
w 0.+0, (4.23)

where C, and C, (mol.m3) are the chemical
concentration in the river and effluent, with a flow of
0, and Q. (m3.s71), respectively. For new chemicals
or chemicals with only one source C,, becomes zero,
resulting in the simplest dilution model:

C.=C, DF (4.24)

where DF is the dilution factor of the effluent (Q, /
(Q,+0.)). In a generic assessment this dilution factor
could be an average or median value or a 90% or 95%
value of all DFs for the particular region or country under
consideration. In the first step of an exposure assessment
for a new chemical entering the European market a DF
of 10 is applied [18]. It should be noted that these simple
dilution models assume the homogeneous distribution of
the chemical in river water and provide no information
on the advection and dispersion of the chemical in the
water system where the discharge occurs.

A more realistic approximation of exposure
concentrations can be obtained by looking at the
distribution of all DFs that are relevant to the emission
sites of a specific chemical. For household chemicals that
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Figure 4.5. Histogram of the dilution factor (DF) at 1000 m downstream of the emission point for all waste water treatment plants in
The Netherlands discharging to nearby surface waters. From [21]. With permission. Copyright Elsevier.

are typically emitted into the aquatic environment after
passing through a waste water treatment facility, this can
be achieved by a statistical evaluation of all waste water
and river flows at all discharge locations in a specific
region. This type of analysis has been incorporated in
several models for the USA [19,20] and The Netherlands
[21,22]. De Nijs and De Greef used a dispersion model
to estimate the dilution of effluents from all waste water
treatment plants (WWTPs) in The Netherlands [21]. They
calculated the mixing lengths, dilution factors, and other
important parameters such as the Reynolds number for
every individual WWTP, and used these data to calculate
the overall distribution of dilution factors at 1000 m from
the outlet of a WWTP. A histogram of this distribution is
given in Figure 4.5.

From these results it was concluded that the DFs show
considerable variation. The median value for municipal
treatment plants in The Netherlands was adopted as the
dilution factor for EUSES [23].

These simple dilution models still do not take into
account the fate of the chemical after discharge into
the aquatic compartment. Examples of models that
estimate adsorption, degradation and volatilization in the
receiving water body are HAZCHEM [24], PG ROUT
[25,26] and GREAT-ER [27, 28]. All these removal
processes are approximated by a first-order decay rate
constant k as used in Equation 4.25. Adsorbed and

dissolved concentrations can be calculated if the partition
coefficients are known. It should be noted, however, that
within a relatively short distance of the outlet of a waste
water discharge (1000 m is a “normal” value [17,22])
these removal processes have relatively little effect on
the final concentration compared with dilution by river
water. Only for chemicals with a short biodegradation
half-life and a high sorption coefficient is it likely that
any significant removal from the water body will be
seen within the first few kilometres [29]. Therefore,
simple dilution models may very often give satisfactory
predictions.

4.3.3 Dispersion models

The subject of dispersion and mixing of solutes and
suspended materials in turbulent natural streams has been
extensively discussed [30-32]. Examples of dispersion
models describing the concentration profiles (X,y) as
a function of the location in the surface water system
are the “Alarmmodel Rhine” [33], Dilmod [20] and
CORMIX1 models [34]. Typical examples of dispersion
models are spill models, which are used to calculate the
concentration of a chemical after accidental release into
a water body. Normally, these models are concerned with
relatively short time scales. Advection and dispersion are
generally the most important processes in a short time
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Figure 4.6. Concentration of a chemical X 50 km downstream
from the spill point, according to equation 4.25.

scale. Evaporation, adsorption and degradation may also
play a role but usually these processes have less effect on
the local concentration than the dilution itself [7]. With an
instantaneous point emission of this kind, the distribution
of the concentration downstream of the mixing zone can
be modelled in accordance with Fischer [32]:

(up?

M/A ", M
= e X

(4.25)

a
I

concentration at x metres downstream of
the emission point at time ¢ after discharge
(g.m)

the amount of spilled chemical (g)

= cross-sectional area of river (m?)

= one-dimensional longitudinal dispersion
coefficient (m2.s71)

time (s)

longitudinal distance downstream of
emission point (m)

average flow velocity (m.s™!)

first-order decay coefficient (s'1).

u =
k =

Note that when applying this one-dimensional model it
may be necessary to check the validity of the implicit
assumptions that instantaneous transversal and vertical
mixing take place.

As can be seen from this formula, the model can
be applied generically or in a site-specific manner

by inserting either standard or actual values for the
hydrological parameters. However, to apply spill models
to specific sites, such as production or storage facilities,
more sophisticated two-dimensional models may be
required. These models go beyond the scope of this book.
However, advanced readers are referred to Fischer [32]
or Trapp and Matthies [5]. A typical example of how an
instantaneous point emission can be assessed based on
Equation 4.25 is given in Box 4.4 and Figure 4.6.
434 Compartment models
Compartment models describe the transfer and
transformation of pollutants and/or nutrients through a
surface water system. In these models the surface water
system is divided into a number of segments, where each
segment contains a set of constituents (Figure 4.7). Thus
the pollutant and nutrient transport and transformation
processes can be described as fluxes between the
constituents and neighbouring segments. The model
was developed as a set of ordinary differential equations
with one mass balance equation for each compartment.
Most surface water compartment models include a
water and a sediment layer. Depending on the chemical
under investigation, the sorption to organic material,
detritus and inorganic material (sand or clay particles)
can be described and, if necessary, sedimentation
of these particles and resuspension can be included.
For organic compounds transformation processes
(biodegradation, photolysis, hydrolysis, etc.) should be
incorporated as well as volatilization to the air above.
Within the sediment layer special attention should be
given to reducing conditions as well as sediment burial.
Most of these processes are described in Chapter 3.
A compartment model for surface waters is in fact a
simplified multimedia model taking only the water and
sediment layers into account. The main difference is the
number of water and sediment compartments and the
advective and dispersive transport between the segments.
Basic textbooks dealing with compartment models
have been published by Dickson [3] and Jgrgensen
[36,37]. Typical examples of compartment models are
EXAMS [38,39] and WASP4 [40], both developed
and used by the USEPA, and DELWAQ [41]. Because
of their complexity, these models generally require a
considerable amount of data [7]. Whole river systems
can also be modelled by connected river reaches, which
are regarded as well-mixed segments or compartments.
Examples of these are GREAT-ER [27, 28], PG-ROUT
[25, 26] or RhineBox [42].



174 Environmental exposure assessment

Box 4.4. Assessment of an accidental spill in a river

a. Problem definition.

At a chemical factory located on a large river a production facility fails and 100 kg of a toxic chemical X enters the river in a
very short period of time. A drinking water inlet that serves a large city is situated 50 km downstream from the factory. Should
the competent authorities temporarily close this inlet?

b. Information available.
Drinking water quality guideline for chemical X: 10 pg.L"". Degradation rate constant in surface water (k): 10 s, River
characteristics: depth (d): 4 m, width (w): 100 m, average flow velocity (u): 1 m.s™.

c. Solution.

The first question to be addressed is what type of model to use: a one-dimensional or a two-dimensional spill model? To
answer this question, as explained in section 3.2, the length of the mixing zone (L_. ) must be known first. This length can be
estimated with Equation 3.10 (Chapter 3):

2
Linix = 0.4 — (4.26)
DV

in which the transverse dispersion coefficient Dy (m2s™) is estimated using Equation 4.27:

mix

Dy = 0.6 (+0.3)du- (4.27)

where the shear stress velocity u. (m.s™') is the velocity of the water at the sediment-water interface. This can be estimated
from the average flow velocity with Equation 4.28:

- 4.28
u C\/g (4.28)

where g is the gravitation constant (9.81 m.s2) and C is the Chezy coefficient. The Chezy coefficient can be estimated from the
Manning coefficient (ny,,nin). Which are both measures of the sediment roughness, according to Equation 4.29:

15R./
(4.29)

r]Manning

where the Manning coefficient ranges from 0.020 for normal rivers and canals, to 0.035 for highly turbulent mountain rivers
[35]. The hydraulic radius R, (m) is defined as follows:

__wh (4.30)
W + 2h

Ry

d. Calculation.

With a width of 100 m and a depth of 4 m a hydraulic radius of 3.7 m is obtained. Using a value of 0.025 for the Manning
coefficient, Equation 4.29 gives a value of 74.6 for the Chezy coefficient. Applying this value to equation 4.28 we obtain a shear
stress velocity of 0.04 m.s™ which, when used in Equation 4.27, results in a transverse dispersion coefficient of 0.1 m2s™!. With
a width of 100 m and an average flow velocity of 1 m/s Equation 4.27 gives a mixing length of approximately 40 km. Hence it can
be assumed that complete mixing has been achieved in the river. Therefore the one-dimensional model (Equation 4.25) can be
used to predict the concentration of the chemical in time at 50 km. The one-dimensional longitudinal dispersion coefficient D,
also has to be available. An estimate of the longitudinal dispersion coefficient is provided by Fischer [32]:
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ulw?

D, =0.011
X dus

(4.31)

From this equation a longitudinal dispersion coefficient of 655 m2.s™! is calculated. On the basis of all this information Equation
4.25 can be used to calculate the concentration-time profile at the drinking water inlet. This profile is shown in Figure 4.6.
Note that degradation and sediment-water exchange are not considered in this example. From Figure 4.6 it can be concluded
that the maximum concentration at the water inlet (12 pg.L") slightly exceeds the drinking water quality guideline (10 ug.L")
approximately 13 hours after the spill. Therefore, appropriate action should be taken by the regulating authorities.

Segment 1 Segment 2
Water Water
X dissolved I X dissolved I
—> —_ —>

XAdsIM I XAdsOm I XAdsIM I XAdsOm I

XAdsIM XAdsOm I XAdsIM XAdsOm I
X dissolved I X dissolved I

Sediment Sediment

Figure 4.7. Conceptual water model including two segments, a water and a sediment compartment each with three state variables.

4.3.5 Estimation of the elimination of a chemical in

a waste water treatment plant

To calculate the effluent concentrations of industrial
and household chemicals it is essential to know whether
the chemicals pass through a WWTP before being
discharged into the aquatic environment. In the EU the
average level of connection to sewage treatment facilities
is approximately 80% (at least for primary purification)
[17]. The actual situation, however, varies quite
widely (Chapter 2). In many countries very little of the
municipal sewage is treated, often in poorly run plants,
while in other countries almost all sewage passes through
secondary and sometimes even tertiary treatment.

In general, three different processes are involved in
the removal of a chemical in a WWTP: biodegradation
by micro-organisms, adsorption to sludge and volatiliza-

tion. Therefore, the removal percentage depends on the
physicochemical and biological properties of the chemi-
cal as well as on the operating conditions of the WWTP.
If actual measured data on the degree of removal of a
chemical in a WWTP are absent, this can be estimated
with WWTP simulation models. An example of such a
model is SIMPLETREAT, developed by Struijs et al.
[43]. In this model steady-state concentrations are esti-
mated for a WWTP consisting of a primary settler, an
aeration tank and a liquid solid separator. The model,
shown as a diagram in Figure 4.8, has nine compart-
ments. The degree of removal in this model can be esti-
mated from the octanol-water partition coefficient (K)
or, if available, the suspended solids-water partition coef-
ficient (Kp), the Henry’s law constant and the results
of biodegradation tests. Depending on the outcome of
standard ready biodegradation or inherent biodegradation
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Figure 4.8. Conceptual diagram of the sewage treatment plant model SIMPLETREAT. From [43]. With permission. Copyright

Elsevier.

tests, a specific first-order degradation rate constant can
be assigned to the chemical and the overall removal due
to degradation, adsorption and volatilization calculated.
See Section 3.5.6 and [44] for details of how to derive
rate constants from biodegradation tests. If no biodegrad-
ability test data are available, rate constants may be esti-
mated using SARs (e.g. BIOWIN).

4.3.6 Data requirements for water models

Like air models, the data requirements for water models
largely depend on the type of model to be used. Data
on the emission scenario, chemical properties and
environmental characteristics are required [6,7]:

a. Emission scenario.

The emission scenario of the chemical largely determines
the choice of model. Concentrations arising from
continuous discharges, e.g. of household chemicals
passing through a WWTP, can be calculated with a
steady-state model. The yearly production volume
and average or worst-case degradation percentage in a
WWTP need to be known to calculate the concentration

in the effluent. For batch processes the number and
length of emission periods in a year must be known in
order to decide whether a steady-state calculation will
suffice or a dynamic model is needed. The above spill
models may be used but require information on volume
and total amount (kg) of the spill.

b. Chemical properties.

For simple dilution models and dispersion models that
do not model the fate of the chemical after its discharge,
data on molecular weight and water solubility will
normally suffice. More sophisticated models will need
information on sorption properties (Kp or K . values),
ionisation constants, vapour pressure or Henry’s law
constant in order to estimate the volatilization rate and
abiotic and biotic degradation rate constants (hydrolysis,
photolysis, oxidation, biodegradation in surface water
and sediment).

c. Environmental characteristics.

The data requirements also largely depend on the model
chosen. Simple dilution models require information on
effluent and river flows to be able to estimate the dilution
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factor. An average value or a worst-case value based on
the seasonal variation in the river flow may be used. As
described in Section 4.3.2, a statistical distribution of all
DFs in a region may also be used. This, of course, entails
an extensive data set on effluent and river water flow
patterns.

Data on system geometry and hydrology are needed
when more site-specific analyses are to be performed.
These include flow volumes, river depths, areas, rainfall,
entering stream and non-point source flows, and even
groundwater flows. Furthermore, evaporation rates, wind
speed, suspended particle and sediment loads, dissolved
organic carbon content, water pH and temperature, etc.
may also all be required.

4.4 SOIL MODELS

4.4.1 Introduction

There is growing concern about the possible impact that

chemicals may have on organisms that live in soil and

sediment. Not only because heavily polluted sites have
been discovered in many countries but also because
the potential risks of diffuse, long-term distribution
of persistent chemicals are becoming more and more
apparent. Moreover, in some countries drinking water
supplies are threatened due to pollution of groundwater
aquifers. Hence, exposure assessment for soil and
groundwater has become an indispensable part of the risk
assessment of chemical substances. Traditionally, the
development and design of soil and groundwater models
is closely related to the way chemicals enter the soil.

Typical exposure scenarios include:

» Use of pesticides and fertilizers on agricultural land.

e Use of sludge from waste water treatment plants on
agricultural land.

e Deposition of (persistent) chemicals, including
pesticides, from the air on natural as well as
agricultural soil.

* Contaminated sites.
¢ Run-off from motorways to nearby soils.
Naturally, soil models should be tailored to this variety
of exposure situations. It goes beyond the scope of this
section to describe all current developments in these
areas. Therefore, the following section gives a short
description of the relevant processes that should be taken
into account in soil models, followed by a brief overview
of the most frequently used models. Subsequently, use of
soil models in the risk assessment of new and existing
chemicals is discussed. The section ends with some
comments on data requirements.

Groundwater models are not discussed in this section,
although it is recognized that leaching from soil into
groundwater is an important process for some chemicals.
However, a description of two or three-dimensional
plume migration in groundwater falls outside the scope
of the generic risk assessment of a chemical. Models
typically used in the risk assessment of pesticides to
describe spreading and drift directly after application are
not described here either.

4.4.2 Fate processes in soil modelling

Soil is the most heterogeneous of all environmental
compartments. It can be viewed as a system consisting
of four phases: air, water, solids and biota. The system
has numerous and large gradients, temperature and
moisture content are highly variable, it has a high level
of reactive surfaces as well as a high biotic level, and
finally, it contains aerobic as well as anaerobic layers
or zones. The actual value or the presence or absence
of all of these factors to a large extent determine the
fate of a chemical in soil, which makes it very difficult
to accurately describe the fate of chemicals in soil.
Moreover, soil use plays an important part in the way a
chemical is introduced into the soil.

An overview of the relevant fate-determining
processes that are usually taken into consideration in soil
models is given in Figure 4.9. The mobility of a chemical
in soil is largely determined by its air-soil and water-soil
partition coefficients, which dictate the extent to which
the chemical partitions into the immobile solid phase.
Soil sorption influences migration through the soil core,
volatilization from the soil surface and lateral and vertical
transport. In addition, bioavailability to soil organisms,
including plant-uptake, as well as biodegradation by soil
micro-organisms are largely dependent on the fraction
of the chemical not adsorbed to the solid fraction of
the soil. As described in detail in Chapter 3, for organic
compounds the sorptive capacity of the soil is directly
related to the organic matter or organic carbon content
of the soil. Most soil models take this dependency into
account. In addition to the organic matter content of the
soil, a number of other important soil properties have
been identified that may affect the soil buffering capacity
and retention capacity for heavy metals and organic
pollutants [45,46]. These capacity-controlling properties
(CCPs) are summarized in Table 4.2. The qualitative
explanation of the influence of these CCPs on the fate
and mobility of chemicals as given in this table may look
obvious. However, since most of these CCPs are highly
interdependent, it will probably take a long time before
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Figure 4.9. Processes determining the fate of chemicals in soil.

these relationships are quantitatively described in such
a way that they can be used in general predictive soil
models.

Although sorption and degradation may also occur
in groundwater, one or both of these processes are often
neglected in groundwater models because clay or organic
matter content and microbial activity are low. In fact,
they depend on the depth and origin of the soil layers.
Leaching is also influenced by climate and vegetation
and special conditions such as water blocking layers or
fissures, which are usually not included in models.

4.4.3 Model types

More than with air and water models, the choice of a
soil model (in terms of computational approach and
dimensionality) depends on the modelling purpose.
Models to evaluate the fate of pesticides, for instance,
are often dynamic because they have to describe the
remaining concentration at some point in time after a
single application. However, steady-state models may
well be sufficient to evaluate the long-term accumulation
of persistent chemicals in natural areas due to continuous
atmospheric deposition. In principle, two types of
models are used to assess chemical fate in soil: those
that simulate chemical fate in the unsaturated zone, and
those that simulate the chemical fate in the saturated
zone in the groundwater. Most unsaturated zone models
are one-dimensional and simulate vertical transport only.
The output of these models is often used as input for
groundwater models. Groundwater models are usually
two-dimensional (horizontal transport), although three-
dimensional models (including vertical movement)
are also available. Most models assume equilibrium
conditions between the solid, pore water and air phases.
The sorption constants, however, may vary according to
the properties of the different layers considered.

Models which are frequently used to evaluate the
fate of chemicals include the pesticide root zone model
(PRZM) and the seasonal soil compartment model
(SESOIL). The PRZM model simulates the vertical
movement of pesticides in unsaturated soil, both within
and below the plant root zone and extending to the water
table [47]. Leaching, erosion, run-off, plant uptake, foliar
wash-off and volatilization are taken into consideration.
Degradation is incorporated by using first-order reaction
rate constants. The model is validated by comparing the
results with field data [48,49] and has been modified for
use with Central European soils and climates [50]. The
SESOIL model is designed to predict the migration of
organic substances and metals through unsaturated soil
zones and leaching to adjacent groundwater [51]. Vertical
advection, volatilization, adsorption, cation exchange,
complexation of metals, hydrolysis and first-order
decay are all incorporated. The model generates average
monthly concentration profiles with mass distributions in
each phase and for each soil layer. It has been validated
in several studies [52]. Quite similar models, differing
mainly in the way in which some fate-determining
processes are described, are EXSOL [53] and PESTLA
[54].
4.4.4 Use of soil models in the risk assessment of
industrial chemicals

Unlike the situation for pesticides, there is often little
data available for use in soil fate models. Hence, in order
to obtain some insight into the possible risks posed by
chemicals after they have reached the soil, a number
of assumptions have to be made and extrapolation
steps taken. A very simple but straightforward way to
calculate the concentration of a chemical in soil after
direct application or application via sewage sludge
is described in the guidance document for the risk
assessment of new chemicals in the EU market [18]. The
initial concentration in soil is obtained by assuming that
the amount of chemical (directly applied or in sewage
sludge) is fully mixed with the top layer of soil by
ploughing (usually to a fixed depth of 20 cm). This may
lead to overestimation, since it does not take into account
removal processes occurring after application. Alternative
approaches have recently been proposed in the EUSES
program [23] for risk assessment and by ECETOC in a
report on environmental exposure assessment [27]. In
EUSES an adapted version of the PESTLA model is
used to calculate concentrations in the upper 20 cm of
the soil and in the uppermost metre of the groundwater
[55]. PESTLA is a dynamic process model based on one-
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Table 4.2. Important soil capacity-controlling properties (CCPs) for heavy metals and toxic organic chemicals,

as described by Stigliani et al. [45,46].

CCP

Environmental effect

Cation or anion exchange

pH

Redox potential (Eh)

Organic matter (OM)

Structure

Salinity

Microbial activity

CEC and AEC depend on inorganic clay mineral content and type, organic matter (OM) content,
capacity (CEC or AEC) and soil pH. Soil with a low CEC or AEC has a poor capacity to retain
cations (e.g. metals) or anions (e.g. organic anions) by sorption

lowering pH often increases heavy-metal solubility, decreases CEC and alters the soil microbial
population

decreasing redox potential (more reducing conditions) dissolves iron and manganese oxides, which
mobilizes oxide-sorbed chemicals. Increasing redox potential (more oxidizing conditions) mobilizes
heavy metals by dissolving metal sulphides

decreasing the OM content reduces CEC, soil pH buffering capacity, sorption capacity for chemicals,
soil-water holding capacity and alters physical structure (e.g. increases erodibility), and decreases
microbial activity

altering soil structure can reduce drainage and thereby increase redox potential, increase soil
erodibility, affect the rate of chemical release to drainage water and alter pH

increasing the salinity makes toxic chemicals soluble by altering the ion-exchange equilibrium,
increasing complexation in solution and decreasing thermodynamic activities in solution. It can also
decrease microbial activity

altering the microbial activity and population ecology can reduce degradation of toxic organics (and

increase accumulation), and alter redox potential and pH

dimensional convection/dispersion transport equations

for reacting and degradable solutes in soil. The model

was developed for the evaluation of pesticide leaching
from soil into the water-saturated zone and can be used to
support decision-making on the admission of pesticides.

Because the model was developed for the evaluation

of pesticides which are applied periodically, the model

includes a pulse type single-dose application at the
upper boundary. This type of application is similar to
the sewage sludge application. Another type of input, for
example, the daily dose due to atmospheric deposition,
can be incorporated in the model as well. A number

of features of this model were chosen to represent a

reasonable worst-case:

e Sorption characteristics which reflect the chosen
reference: sandy soil with relatively low organic
matter content and a phreatic aquifer.

e The substance is assumed to be distributed directly
after application to the upper 5 cm of the soil.

e Uptake of water and substance by plants (a culture
of maize was used) results in a reduction in the
substance concentration over a longer time scale.

e The accumulation in soil and the maximum
concentration in deeper groundwater, in response
to the substance dose rate, are both assumed to be
linear.

* Precipitation data from a relatively high rainfall year

are used in the calculations (75 percentile).
* However, the model is not suitable for volatile

substances.
The PESTLA model was used to model the accumulation
and leaching potential for various combinations of the
organic matter sorption coefficient (K_ ) and the half-
life for biodegradation (DT50) for a single application
of 1 kg/ha. Figure 4.10 shows the results: the percentage
leached below a depth of one metre (Figure 4.10A) and
the fraction remaining in the top layer (Figure 4.10B).
These data, together with the actual dose rate, can then be
used to calculate the soil and groundwater concentrations.
The dose rate is calculated from the amount of the
chemical present in sewage sludge using a sewage
treatment model (Section 4.3.5), and the deposition flux
resulting from emissions to air (Section 4.2.4). Figure
4.10A shows that significant leaching to groundwater
occurs only for chemicals with a half-life in soil of more
than 40 d and K values of less than 200 L.kg!. Figure
4.10B shows that accumulation in the top soil layer is
expected to occur only for chemicals with a half-life of
more than 40 d. Accumulation may become relevant for
chemicals where K is greater than 20 L.kg!l.

ECETOC [27] takes a similar approach. A soil
module was developed to calculate the steady-state
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Figure 4.10. Percentage leached below a depth of 1 m (A) and percentage still present in topsoil (B) as a function of Kom (L.kg™!)

and DTS50 (d), according to Swartjes et al. [55].

concentration in soil close to a point source after many
years of exposure. Deposition from air to soil and
sludge application control the input of the chemical,
whereas sorption, evaporation, biodegradation and
leaching ultimately determine the soil and groundwater
concentrations. A distinction is made between natural
soil where the chemical is acquired from deposition only,
and arable soil where it is obtained from both deposition
and sludge application. The steady-state concentration in
arable soil can be calculated with the following equation:

Dptotal +Sl1

1
Cooil = aPP (4.32)
! (kdegr + Kegen + kevap) " Hyoip - Ryoit
where
Ceoil = concentration in soil at steady-state
(kgkgh)
Dp, a1 total deposition flux (kg.m2-s™), according
to equation 4.22
SL_ = substance application rate via activated
pp
sludge (kg.m2-s71)
kdegr = (bio)degradation rate constant in soil (s'})
Kieach = removal rate constant for leaching (s!)

- : -1
kevap = removal rate constant for evaporation (s™)
H, = soil depth (m)

R, = density of soil (kg.m™).

The values for kdegr, Kjeacn @nd kevap are calculated
on the basis of the physicochemical properties of the
chemical, the environmental characteristics, the mass-
transfer coefficients between soil, water and air, and
information on abiotic and microbial biodegradation rate
(for details of the calculation see [55]). To calculate the
concentration in natural soil, the sludge application term
is omitted from Equation 4.32.

4.4.5 Data requirements for soil models

The typical data requirements for soil and groundwater
models can be divided into application data,
physicochemical properties, soil characteristics and
meteorological conditions [6,7]:

a. Application data.

Pesticide models typically need application rates (usually
discontinuous) and duration, and where relevant, initial
concentration details. Direct application information on
wet and dry deposition is also needed.

b. Physicochemical properties.

Data on chemical identity, molecular weight, Henry’s law
constant and octanol-water partition coefficient are the
minimum requirements to be able to estimate partitioning
in soil. Measured solids-water distribution coefficients
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and measured (pseudo) first-order (bio)degradation rate
constants are essential for proper fate estimation. When
considering root uptake by plants, soil-plant biotransfer
factors may be required (Section 4.6.4). Biodegradation
rate constants can be extrapolated from standard
biodegradation tests (Section 3.5.6 and [44]). Estimation
software can provide indicative parameter values in the
absence of measured data.

c. Soil characteristics.

Data on soil density, porosity, moisture content, organic
matter or organic carbon content are essential. Some
models assume one single homogeneous layer, whereas
in other models the soil is divided into several horizontal
layers, each with its own properties. Biodegradation and
sorption may differ considerably between these layers.
Data on pH, cation or anion exchange capacity and
redox potential may be required when these factors are
quantitatively correlated to fate-determining properties.
Groundwater models need information on aquifer depth
and width and on chemical input coordinates, hydraulic
conductivity and hydraulic gradient, vertical dispersivity
and withdrawal rates of abstraction locations.

d. Meteorological conditions.

Annual precipitation, evapotranspiration and run-off
must be known to be able to determine the water flux
through the soil layers. Temperature and wind speed
control evaporation, while sunlight intensity influences
photodegradation.

4.5 MULTIMEDIA MODELS

4.5.1 Introduction
If a chemical is released into one medium and resides
there until it is removed by degradation or advection,
single-media models may be perfectly suitable for
estimating the environmental concentration. If, however,
a chemical:
(1) is released into several compartments simultane-
ously, or
(2) after release into one compartment is transported
to other compartments,
it becomes necessary to account for the intermedia
transport processes so that its ultimate fate in the overall
environment can be assessed. Multimedia models
are specifically designed to do this. This section on
multimedia models starts with a short description of their
features and the explicit and implicit assumptions usually
made. The use of these models in exposure assessment is

described together with their limitations. Subsequently,
some information on data requirements and on the
different models available is given, following which a
number of sample calculations are presented to illustrate
the use of these models.

4.5.2 Characteristics and assumptions

Multimedia fate models are typical examples of
compartment mass balance models (Section 4.1.2). The
total environment is represented as a set of spatially
homogeneous (zero-dimensional) compartments; one
compartment for each environmental medium in which
the chemical is assumed to be evenly distributed (Figure
4.11). Typical compartments considered in models are:
air, water, suspended solids, sediment, soil and aquatic
biota. Multimedia mass balance modelling was initiated
in the early 1980’s by Mackay and co-workers [6,56-59].
The example was soon followed by others [59-63]. In the
EU, the model SimpleBox used in The Netherlands was
adopted as the basis for the risk assessment model EUSES
[64,65]. While the early Mackay School models described
a fixed, “unit world”, which was meant to represent
a global scale, later models by the Mackay School and
others have enabled users to customize the environment
and define smaller and more open spatial scales. More
recently, the use of spatially resolved multimedia fate
models has become more common [65-76].

A typical regional multimedia model describes a
region between 10* and 105 km?. In this generic form,
the models can account for emissions into one or more
compartments, exchange by import and export with
compartments “outside” the system (air and water),
degradation in all compartments and intermedia transport
by various mechanisms (Figure 4.11). Mass flow kinetics,
formulated slightly differently in models by different
authors, are usually defined as simply as possible: mass
flows are either constant (emission, import) or controlled
by (pseudo) first-order rate constants (degradation,
intermedia transport), as in Equation 4.2. In all the
models, the user has to set parameter values for these
mass flows to provide input for the model.

Using a number of criteria, such as equilibrium or
non-equilibrium, steady-state or non-steady-state, and
based on whether to take the degradation of the chemical
into account in the calculation or not, Mackay and
Paterson introduced a classification of multimedia models
[57]. This classification begins with a Level I model
which describes the equilibrium partitioning of a given
amount of a chemical between the above media. The
Level II model simulates a situation where a chemical is
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Figure 4.11.

Diagram of a multimedia mass balance
model concept. 1 = Emission, 2 = Import, 3 = Export, 4 =
Degradation, 5 = Leaching, 6 = Burial, 7 = Wet deposition, 8
= Dry aerosol deposition, 9 = Run-off, 10, 11 = Gas absorption
and volatilization, 12 = Sedimentation and resuspension, 13 =
Sorption and desorption. From [61]

continuously discharged into a multimedia environment
in which partitioning, advection and degradation take
place. Transport between the media is infinitely rapid,
so that thermodynamic equilibrium between the media
is maintained. At Level III, realistic intermedia transport
kinetics are assumed, so that media may not be in
thermodynamic equilibrium. Level III models calculate
steady-state concentrations in all compartments. Finally,
Level IV models assume a non-steady-state and yield
time-related chemical concentrations. An overview of
these different models is given in Table 4.3.
4.5.3 Data requirements for multimedia models
The degree of accuracy of multimedia models depends,
among other things, on whether all the potentially
relevant phenomena have been taken into account and
whether realistic data for a chemical have been used.
Table 4.4 gives the physicochemical information that is
typically required in order to run a multimedia model.
Level I calculation requires knowledge of intermedia
partition coefficients (air-water, water-solids) only.
Calculation at level II and above requires additional
knowledge of degradation rate constants in air, water,
sediment and soil. Unfortunately, measured partition
coefficients and rate constants are not always available.
In the absence of measured data, partition coefficients
can be estimated from basic substance properties, using
structure-activity relationships (SAR; Chapter 9). Easy
to use software, e.g. EPI Suite, is also available from

the USEPA: http://www.epa.gov/opptintr/exposure/pubs/
episuite.htm to support such estimates. The consequence
of using estimated model input data is that the accuracy
of the model output will also depend on the quality
of the SAR methods that have been used. Very often
biodegradation rate constants are extrapolated from
standard degradation tests (Chapter 3, Section 3.5.6), or
even estimated using SARs (e.g. BIOWIN, also available
from US EPA: http://www.epa.gov/opptintr/exposure/
pubs/episuite.htm). These approaches introduce another
uncertainty into the outcome of the calculation, especially
if precise data is not available for the degradation rate
constants in compartments that serve as a “sink” for a
specific chemical.

4.54 Applications and limitations

The principal utility of multimedia models, as a first step
in exposure assessment, is to determine to what extent
intermedia partitioning may occur. If it appears that no
significant partitioning into secondary compartments is
expected, further exposure assessments may focus on the
primary compartment(s) only. As intermedia transfer is
usually relatively slow, its effect on the fate of chemicals
is significant only over longer periods of time, i.e. if the
spatial scale is large or the chemical does not degrade
rapidly.

This brings us to one of the major applications of
these models, which is the exposure assessment of
chemicals on regional (usually 10* to 105 km?2) and
larger spatial scales. These models are particularly useful
for calculating the predicted environmental concentration
(PEC,, gmnal) especially of chemicals with a very diffuse
release pattern. Results from Level III multimedia models
are used in EU risk assessments for new and existing
chemicals [2,18]. In addition to calculating the regional
concentration of a chemical, the results of Level III
models can also be used as input for local models. When
using such models, the actual concentration is greatly
underestimated if the concentration of the chemical in
air or water from “outside” is set to zero, especially in
relation to high production volume chemicals with a
widely distributed use pattern. Regional concentrations
estimated from the release rates for a larger region fed
into a regional multimedia model can then be used as
boundary concentrations in local model calculations.

One of the key processes in multimedia models
is the partitioning between aqueous and solid phases.
Most models follow in the footsteps of the original
Mackay models and estimate solids-water partitioning
from the octanol-water partition coefficient (K, ). This
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Table 4.3. Hierarchy of multimedia models with corresponding information requirements and model output
(adapted from Mackay and Paterson [57]). With permission.

Level Type Information needed Outcome
1 equilibrium, conservative?® - physicochemical properties - distribution of the chemical
- model environment parameters between the compartments
- amount of chemical in the system
1T equilibrium, non-conservative - Level I+ - distribution between compartments
- overall discharge rate - environmental lifetime
- transformation and advection rates
in different compartments
I steady-state, non-conservative - Level Il + more accurate estimation of:
- compartment specific discharge - lifetime
rates - chemical quantities
- realistic intermedia transfer rates - concentrations in different
compartments
v non-steady-state, non-conservative - as Level Il - time-dependent concentrations

- time to steady-state
- clearance time

2 Conservative or non-conservative in the sense that degradation of the chemical is (or is not) possible.

Table 4.4. Typical data requirements for multimedia models.

Essential model input data

Supporting substance properties

Henry’s law constant
Sediment-water partition coefficient
Soil-water partition coefficient

Molecular weight

Water solubility

Octanol-water partition coefficient
Vapour pressure

Half-life air
Half-life water
Half-life sediment
Half-life soil

(Estimated) constant OH-radical attack
Readily biodegradable (yes/no)

means that the models are particularly useful for organic
chemicals whose K, values can be accurately measured
or estimated (Section 9.3.1). Applying these models
to ionisable compounds, surface-active chemicals,
polymers, or inorganic compounds (including metals)
should be done with great care. However, the models can
be used for these chemicals, provided certain adaptations
to specific physicochemical properties are made. Mackay
and Diamond, for instance, used an “equivalent” based
model to describe the fate of lead in the environment [76],
while in the example calculation for cadmium (Section
4.5.5) parameters such as soil-water and sediment-water
partition coefficients or the fraction of the chemical

associated with aerosols, must be specifically entered
by the user in order to overrule the standard estimation
routines.

Naturally, representing the environment in the
form of a unit world or unit region with homogeneous
boxes is a major simplification of reality. However, this
extreme degree of simplification in this model concept
is both a weakness and a strength at the same time. By
disregarding spatial variation, the modelling effort can
focus on intermedia distribution and understanding the
ultimate fate of a chemical. The concentrations calculated
with multimedia models should therefore be interpreted
as “spatially-weighted averages” of the concentrations
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that would be expected in real situations. However, the
assumption of homogeneity brings with it a considerable
risk that potentially more localized effects may be
overlooked. The disadvantage of zero-dimensionality
becomes evident with larger areas since, other than for
air, it is difficult to identify any large-scale situations
where the homogeneity of compartments would seem
to be a realistic assumption. To overcome this problem
the SimpleBox has introduced the concept of “nesting”
[64,65]. In a nested model the input and output flows
of a regional or smaller scale model are connected to
a continental scale model which in turn, is connected
to a global scale model. In this way, the specific
environmental characteristics of the region can be taken
into account when the overall fate of the chemical is
assessed. Figure 4.12 illustrates this concept.

While spatial scale nesting was originally introduced as
a tool for assessing the overall persistence of a chemical
in the environment, the concept soon found wider
application in regional exposure assessment in EUSES
[64,65].

Testing the validity of multimedia models is difficult
and, until recently, had not been seriously addressed
[77]. If a common evaluation environment with agreed
fixed environmental characteristics is used, validation
of the outcome becomes almost paradoxical since this
generic environment does not actually exist in reality.
However, the regional generic characteristics can be
modified at a later stage and region-specific information
on environmental parameters, as well as information on
specific discharge rates can be introduced in order to
“validate” a specific model setting [58,78].

4.5.5 Application of multimedia models
Multimedia fate models of the Mackay type have been
produced by different authors, most of them for their
own scientific use. Many of these have been documented
and made available for end users, e.g. HAZCHEM [24],
SimpleBox [61,64,65], CemoS [62], CalTOX [63],
ChemCAN [66], EQC [71], ChemRange [67], ELPOS
[69], Globo-POP [70], CliMoChem [71], BETR North
America [72], BETR World [73], IMPACT 2002 [74]
and MSCE-POP [75]. The similarities between these
models are more striking than the differences. When fed
the same input, the models were shown to yield the same
results [77]. The main differences lie in the number of
compartments or sub-compartments included and how
they are handled in terms of computer calculation. How
the compartments are typically modelled is described in
Box 4.5.

Calculation of exposure concentrations

Examples of how to perform Level I, II and III
calculations for a range of different chemicals have been
presented by Mackay and [5,6,57,58,59,66,67].

To illustrate the utility of Level III and IV type
multimedia modelling, let us consider the use of three
chemicals, 1,1,1-trichloroethane, dieldrin and cadmium,
in a system resembling The Netherlands, as simulated
with SimpleBox [64,65]. The system parameters are
summarized in Table 4.5.

Let us assume that the background concentrations of
these chemicals in air and water outside The Netherlands
are equal to the quality standards or objectives set for
environmental protection - this is equivalent to assuming
successful environmental management practice in the
rest of the world! After 10 years, with these background
concentrations, domestic emissions of 1000 tonnes/y for
each chemical start to occur: dieldrin to water, cadmium
to air, and 1,1,1-trichloroethane to air, water and soil
simultaneously (ratio 1:1:1). This situation continues for
40 years and then suddenly stops. What concentrations
may be expected in the different environmental
compartments, how are the chemicals distributed, and
how long does it take to return to the original situation
after the emissions stop?

In order to evaluate the change in concentrations
of the three chemicals in the different environmental
compartments some chemical-specific information is
needed. This is summarized in Table 4.6. Intermedia
partition coefficients for dieldrin and 1,1,1-trichloroethane
can be estimated from their physicochemical properties;
partition coefficients for cadmium, however, need to
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Box 4.5. How to handle compartments in a multimedia model

Air
Air is a bulk compartment, consisting of a gas phase, an aerosol phase and a rainwater phase. The concentration of
substances in air is influenced by air flow (wind), evaporation from water and soil, wet and dry deposition, and degradation.

Water

In the earlier Mackay models, the various physical states of chemicals in water (dissolved, sorbed to suspended matter and
biota) were often modelled as distinct compartments. More recent models, such as SimpleBox/EUSES treat water as a bulk
compartment, in which the phases (including colloidal material or the “third phase”) are in true equilibrium. The presence of
suspended matter and biota influences the fate of chemicals in a very similar way to aerosols and rainwater in the atmosphere.
These phases bind the chemical, thus preventing it from taking part in mass-transfer and degradation processes in the water
phase. Suspended matter acts as a physical carrier to the chemical in exchange across the sediment-water interface.

Suspended matter

Suspended matter refers to all abiotic colloidal or macromolecular materials (debris of organisms, humic material, dissolved
organic matter, third phase, etc.) that are not truly dissolved. Treatment of suspended matter as a separate compartment
has the advantage that the material balance for the suspended matter compartment, which may be important for the fate
of chemicals that tend to partition into this phase, is explicitly considered. Factors influencing the amount of suspended
matter are “import” and “export” to water. Suspended matter may also be produced in the system itself, by growth of small
aquatic organisms (bacteria, algae). Sewage treatment plant effluent is another source of suspended matter. Finally, there is a
continuous exchange of particles across the sediment-water interface through sedimentation and resuspension. The balance
of these suspended matter mass flows determines the magnitude and direction of the particle exchange between sediment
and water, and thus the mass flow of the chemical associated with the particles.

Biota

Biota refers to all living organisms in water, from bacteria to mammals. The hiomass content of water is usually low in
comparison to the mass of other forms of suspended matter. As a result, biota usually play an insignificant role with regard to
the overall fate of chemicals.

Sediment

Sediment is usually treated as a bulk compartment, consisting of a water phase and a solid phase. Equilibrium between
these two phases is assumed. If the sedimentation of particles from the water column is greater than the resuspension (net
sedimentation), this top layer is continuously being refreshed.

Soil

Soil is the most stationary and, as a result, the most spatially inhomogeneous of all environmental compartments. There are
many different soil types and uses. The fate of chemicals happens to be determined largely by soil properties that greatly vary
(e.g. porosity, water content, organic matter content). Soil use is also a factor in determining whether it may be directly loaded
with a chemical. One soil compartment is not sufficient to reflect the role of soil in the multimedia fate of chemicals. Therefore,
different types of soil can be specified, e.g. natural soil, agricultural soil and soil used industrially. This differentiation of the
soil compartment into subcompartments makes it possible to identify the effects of individual emissions to soil. Usually only
the topsoil layer is considered. This layer is assumed to be homogeneous in the sense that the concentration of a chemical
does not vary with depth. It is assumed that soil can be treated as bulk compartments, consisting of a gas phase, a water
phase and a solid phase. The different soil phases can be assumed to be in equilibrium at all times.

be entered directly by the user. Similarly, the fraction = metals. Dieldrin has a very long reaction half-life in the
associated with aerosols and the scavenging ratio of  environment; for cadmium, of course, no degradation is
cadmium are entered manually since the “normal”  assumed.

estimation routines for these parameters do not apply to The Level III mode of the SimpleBox program is
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Table 4.5. Parameters used for steady-state calculations with SimpleBox.

Parameter

Value in SimpleBox

Parameter Value in SimpleBox
Area of the system 3.8x10% km?
Area fraction of water 0.125

Area fraction of natural soil 0.415

Area fraction of agricultural soil 0.45

Area fraction of industrial/urban soil 0.01

Mixing depth of natural soil® 0.05 m
Mixing depth of agricultural soil® 0.2m
Mixing depth of industrial/urban soil*  0.05 m
Organic carbon content in soil 0.029
Organic carbon content in sediment 0.029
Concentration suspended solids 15 mg.L!

organic carbon content in suspended

0.1

matter

atmospheric mixing height 1000 m
mixing depth of water? 3m
mixing depth of sediment® 0.03m
average annual precipitation 792 mm.y"!
wind speed 5m.s!
residence time air® 0.40d
residence time water? 54.5d
fraction of rain water infiltrating soil 0.4
fraction of rain water running off soil 0.5

Temperature 285 K (12°C)

2 The mixing depth represents the thickness of the soil, water or sediment box.

b Residence time for air or water represents the time needed for air or water to flush through the air or water compartments,

respectively.

then used to generate the concentrations and intermedia
distribution at steady-state. The concentrations in and
distribution over the environmental compartments at
steady-state are summarized in Table 4.7.

The mass flows that support these steady-states are
also shown in Figure 4.13. The model calculation
emphasizes the high volatility of 1,1,1-trichloroethane.
Approximately all emissions to soil and water go to
air through diffusive transport. Of the total mass in
the system, however, a high percentage still resides in
the soil. Remarkably, the relatively high volatility of
dieldrin causes more than half of the total load of the
water compartment to be transported to air, from where
it is exported out of the system. The high hydrophobicity
and low biodegradation rates of the chemical produce
relatively high concentrations in sediment and soil.
Cadmium, of course, does not degrade at all. When
emissions go to air the most important fate process is
advection out of the air compartment. However, due
to atmospheric deposition, some 10% of the total load
of the atmosphere is transported to soil and water.
Atmospheric deposition to soil leads to a build-up of
cadmium in the soil, from where it is eventually leached
to the ultimate sink: the deeper groundwater. It should
be borne in mind that this build-up may be slow. If, as
in the case of cadmium in soil, all mass flows are small,
it may take an extremely long time before the steady-
state is achieved. This can be demonstrated with Level

IV calculations using the SimpleBox model. Figure
4.14 shows the change in concentrations in the different
compartments according to the above emission scenario
relative to the background concentrations which result
when there are no domestic emissions. For cadmium, the
compartments air, water and sediment are expected to
respond relatively quickly, whereas a near linear increase
in the concentration in soil is predicted over the 40-year
exposure period. After reducing the emissions, the soil
concentration of cadmium shows little response (Figure
4.13C). For dieldrin exposure for 40 years is almost long
enough to reach a steady-state, even in the “slow” soil
compartment; after reducing the emission to 10% of its
original value, the concentrations decrease at the same
rate (Figure 4.13B). For trichloroethane the situation is
completely different. The steady-state situation is reached
so quickly that plotting the concentrations against
time on a 100-year scale would yield a block diagram.
Therefore, the Level IV calculation was repeated over a
time-scale of one year. The results as presented in Figure
4.13A show that concentrations in air, water and soil
reach steady-state within one month. For sediment this
takes a little longer, though probably not much longer
than a year.

These results demonstrate the usefulness of Level
IIT and Level IV multimedia box model calculations.
Where steady-state calculations can give information on
the concentrations and distribution in the environment at
a constant emission scenario, the results of a Level IV
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Table 4.6. Input parameters used in the multi-media model calculations for 1,1,1-trichloroethane, dieldrin and cadmium.

1,1,1-Trichloroethane  Dieldrin Cadmium
Background (air) gm’ 108 107° 10-9
Background (water) gLl 108 107 107
Emission (air) tonnes.y"! 333 - 1000
Emission (water) tonnes.y’! 333 1000 -
Emission (soil) tonnes.y’! 333 - -
K, (air-water) - 1.1 1.7x104 10°10a
Frac (aerosol) - 0.0 0.25 0.9
Scavenging ratio - 0.96 5.5x104 10°
K, (susp.solids) L.kg! 3.1x10! 6.3x102 10*
K, (sediment) L.kg! 1.6x10! 3.2x102 10*
Kp (soil) Lkg! 1.6x10! 3.2x10% 103
Half-life (air) d 200 200 -
Half-life (water) d 1000 1000 -
Half-life (sediment) d 1000 1000 -
Half-life (soil) d 2000 100000 -

a Substitute for zero-value.

Table 4.7. Steady-state distribution of 1,1,1-trichloroethane, dieldrin and cadmium in The Netherlands, calculated with SimpleBox

[64,65]. Numbers in parentheses represent mass, as a percentage of the total mass in the environment at steady-state.

1,1,1-Trichloroethane Dieldrin Cadmium
Air (g.m™) 3.9x108 (19%) 1.5x10°8 (0%) 2.7x10°8 (0%)
Water (g.L1) 4.5x10°8 (8%) 5.1x10° (3%) 2.1x107 (0%)
Suspended matter (g.kg™!) 1.2x10°° (0%) 2.8x1073 (0%) 2.1x1073 (0%)
Sediment (g kg!) 7.5x107 (1%) 2.1x1073 (7%) 2.1x1073 (0.5%)
Soil (g.kg™) 1.6x10°° (73%) 6.1x10 (90%) 9.2x1073 (99.5%)

calculation elucidate the time scale in which this situation
may be reached. In addition, changes in the emission
scenario as a result of evolving risk reduction strategies
can be evaluated in this way.

Calculation of overall persistence in the environment
and long-range transport potential

It is clear that the physical and chemical properties
of substances greatly influence their concentrations
and distributions in the environment. Not only does
this have implications for the risks posed to humans
and ecosystems, there are other ethical and scientific
consequences to be considered [79]. Slow degradation
and great mobility mean that substances disperse
throughout the entire globe. This has been recognized
internationally. Two international conventions: the

UNEP Stockholm Convention [80] and the UN ECE
POP protocol [81] now regulate substances on the
basis of their persistence in the environment and long-
range transport potential. Both of these are indirect or
“derived” substance properties.

Persistence reflects the resistance of a substance to
degradation. This is indicated by the dynamic response
to changes in emissions, as shown in the previous
paragraph. Alternatively, persistence can be quantified by
the degradation half-life or reactive residence time during
an emission episode [82,83]. As degradation half-lives in
air, water and soil differ greatly, it needs to be decided
which one to use, or how to combine the different single-
medium half-lives. Calculation of “overall persistence in
the environment” (P, ) as the reciprocal of the overall

degradation rate constant, k_ , or the mass-weighted
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Figure 4.13. Steady-state mass flows of trichloroethane (A),
dieldrin (B) and cadmium (C), as a percentage of the total
throughput of the system.

average reactive residence time in the environmental
media, has been proposed for this purpose [82-84]:

P = s = &
o kov ZIMI ’ ki
In this derivation of P_(d), k;’s are the first-order
degradation rate constants in pure media (d'!) and

(4.33)
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Figure 4.14. Change in concentrations of trichloroethane (A),
dieldrin (B) and cadmium (C) after a change in emission rates.
Note the shorter time scale in graph A.

M;s (kg) are the masses in the media at steady-state.
According to this derivation, other substance properties
than degradation half-lives (partition coefficients and
mass-transfer velocities) play a role in determining the
“derived property” P . Applied to the calculation results
of the previous paragraph, this would yield Pov values of
2.8 years, 20.8 years and oo for trichloroethane, dieldrin
and cadmium, respectively.
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The long-range transport potential (LRTP) reflects the
tendency of a substance to be transported away from the
location where it was emitted. There are different ways
to capture this in a “derived property” [83,84]. One is
to take the fraction of the total emission exported out of
an open regional environment, as shown in the previous
paragraph:

LRTP adv;, + adv
B E

water

(4.34)

with adv,; and adv,,.. denoting the advective mass flows
(kg.d!) by air and water, respectively and E (kg.d'!) the
sum of emissions. The LRTP values (dimensionless)
for trichloroethane, dieldrin and cadmium would be
0.99, 0.92 and 0.91, respectively, based on example
model used. Another method is to use the Lagrangian
characteristic travel distance. The distance travelled
(km) by a parcel in the period that the original mass is
reduced exponentially to 37% (=1/e) of its original value
is calculated as [83,84]

LRTP =

(4.35)

%
ov

in which u is the average velocity (km.d™!) at which the
parcel travels. Here, k_* considers non-reactive losses
to ultimate sinks such as sediment burial, groundwater
or deeper ocean layers as well as abiotic and biotic
degradation processes.

What P, and LRTP have in common is that they
cannot easily be determined by observation, but must be
calculated from substance properties that can be measured
(degradation rate constants, partition coefficients, mass-
transfer velocities), using a multimedia environmental
fate model. This has raised the concern that the choice of
model could play a role in the calculation result, which
would be undesirable if P_, and LRTP are to be used as
a property of the substance in a regulatory context. This
issue has been thoroughly studied by an international
group of modelling experts for the OECD [84]. The
experts concluded that indeed the absolute values of P,
and LRTP obtained from different models differ greatly,
as a result of different modelling objectives and model
parameterization. However, the rankings of substances
obtained appeared to be relatively insensitive to the model
choice: models tend to put chemicals in roughly the same
order of P and LRTP. If properly processed, output
of any well-designed multimedia model can be used to
derive P_, and LRTP [85,86]. This was concluded from
a comparison of the performance of existing models with

respect to P and LRTP calculation, which demonstrated
that a simplified version of existing models could be
constructed that differed as little from the existing models
as the models differed among themselves. This consensus
model is available from the OECD on their website [87].

4.6 FURTHER READING

For further reading on mathematical fate modelling, the
reader is referred to specialized textbooks on the subject.
The following titles are especially recommended: the
early Modelling the Fate of Chemicals in the Aquatic
Environment, edited by Dickson, Maki and Cairns [3], the
two volumes of Environmental Exposure from Chemicals,
edited by Neely and Blau [4], Chemodynamics and
Environmental Modelling by Trapp and Matthies [5]
and Multimedia Environmental Models by Mackay [6].
Overviews of available models for exposure assessment
have been produced by the Organization for Economic
Co-operation and Development [7] and the European
Centre for Ecotoxicology of Chemicals [8].
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Humans may be exposed to a variety of substances from
multiple exposure routes. In Chapter 5 we will distinguish
between exposure through the environment (Section 5.2),
exposure from use of consumer products (Section 5.3),
and exposure at the workplace (occupational exposure;
Section 5.4). In this chapter information is provided on
how to perform an exposure assessment for each of these
human populations. This information pertains to the
general principles, the data needed and how to perform
the actual quantitative assessment, based on either
measured or modelled data.

Detailed information on exposure assessment is
provided in the EU technical guidance document (TGD)
and will be given in the technical guidance document for
the preparation of chemical safety reports under REACH
[1,2]. This guidance is published on the website of the
European Chemicals Bureau (http://ecb.jrc.it/).

Exposure assessment is an essential element of risk
assessment. The components of risk assessment for human
health are: (1) hazard identification, (2) assessment of the
external and internal exposure, (3) effects assessment or
dose-response assessment, and (4) risk characterization,
i.e. comparison of estimated exposure and appropriate no
effect levels for man (Chapter 1). The subject of Chapter
4 was environmental exposure assessment. Some of the
predicted environmental concentrations (PECs) discussed
in Chapter 4 will be used as input for the assessment
of human exposure. Chapters 6 and 7 will provide the
reader with sufficient background information to perform
the latter two steps of a risk assessment.

Exposure of man occurs, first of all, externally.
External exposure can be defined as the concentration
of a substance reaching a receptor, i.e. the epithelium
of the gastrointestinal tract in the case of ingestion, the
pulmonary epithelium in the case of inhalation, and the
skin with dermal contact. Internal exposure or uptake
can be defined as the quantity of a substance which has
been absorbed, i.e. which has passed the receptors and
entered the systemic circulation. Bioavailability, then,
is defined as the fraction of the external dose which has
been absorbed.

One important subject when talking about exposure
is the term “exposure scenario”. It is important to
highlight that there are currently two definitions of the
term: exposure scenario. The first definition is provided
by OECD and IPCS [3] and the second one is used in
REACH [2]. The definitions are given in Box 5.1. These
definitions are fundamentally different. According to
OECD/IPCS [3] an exposure scenario is a combination of
facts, assumptions, and inferences that define a discrete
situation where potential exposures may occur. These
may include the source, the exposed population, the
time-frame of exposure, the micro-environment, and the
activities. According to this definition exposure scenarios
are often created to aid exposure assessors in estimating
exposure. The definition of an exposure scenario (ES)
under REACH (see also Chapters 2 and 12) is different
from the definition of the IPCS as it encompasses an
integral approach to control risks, i.e. risk reduction is
explicitly included.

Under REACH, an exposure scenario (ES)
describes a control strategy for substances, giving

Box 5.1. Definitions of exposure scenario according to the 0ECD/IPCS and REACH [2,3]

OECD/IPCS: An exposure scenario is a set of conditions or assumptions about sources, exposure pathways, amount or
concentrations of agent(s) involved, and exposed organism, system or (sub)population (i.e. numbers, characteristics, habits)
and used to aid in the evaluation and quantification of exposure(s) in a given situation.

REACH: An exposure scenario means the set of conditions, including operational conditions and risk management measures
that describe how the substance is manufactured or used during its life cycle and how the manufacturer or importer controls,
or recommends downstream users to control exposures of humans and the environment. These exposure scenarios may
cover one specific process or use or several processes or uses as appropriate
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realistic operational conditions for the manufacture of
a substance or identified use(s) of a substance, a group
of substances or a preparation. The REACH exposure
scenario prescribes appropriate risk management
measures (RMMs) that serve to effectively manage
health, environmental and safety risks from the chemical
during its entire life cycle. Further detailed information
is provided in Chapter 2.

Based on the TGD, this chapter describes three
different subpopulations: humans that may be exposed to
substances via the environment, through use of consumer
products (consumer exposure) or via substances in the
workplace (occupational exposure).

5.2 HUMAN EXPOSURE THROUGH THE
ENVIRONMENT
5.2.1 Introduction
The exposure of human beings is an important part in
the risk assessment of chemicals. Man can be exposed
through the environment directly via inhalation, soil
ingestion and dermal contact, and indirectly via food
products and drinking water (Figure 5.1). Monitoring data
of known quality that are representative for the exposed
population are preferred over estimated exposure values
calculated using models. Monitoring data can be applied
to assess the indirect exposure of consumers via residual
amounts of pesticides on treated foods (including meat,
fish, dairy products, fruit and vegetables) or water.
Monitoring data (air, water, soil) are often available
to assess direct human exposure to metals. However,
there is a need for sufficiently accurate models because
there is little field data available on exposure levels and
experimental data on bioconcentration. For a priori
hazard assessments (i.e. new chemicals introduced on
the market) a modelling approach is the only solution.
Models can be used to estimate human exposure to
environmental concentrations that are either measured
or estimated with single or multimedia models. Some
examples of available models are EUSES [4], CalTOX
[5], ACC-HUMAN [7], E-FAST [8] and UMS [8]. It
should be stressed here that while reliable field data are
always preferable, the quality of such data and relevance
to the population to be protected should be carefully
considered. Assessment of human exposure through the
environment can be divided into three steps:
e Assessing concentrations in intake media (air, soil,
food, drinking water).
e Assessing total daily intake of these media.
* Combining concentrations in the media with total
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Figure 5.1. Diagram of the main exposure routes generally
considered in human exposure assessment through the
environment.

daily intake (and, if necessary, using a factor
for bioavailability through the route of uptake
concerned).

There are a large number of different models available
to estimate concentrations in food products. Most often
the concentration in food is estimated with simple
partitioning models that are usually highly dependent on
the octanol-water partition coefficient (K ). Although
the theoretical basis for these models is sometimes
limited, they provide practical tools for risk assessment,
especially as they are often applicable to a wide range
of substance properties. These models are used to
estimate bioconcentration (BCF), biotransfer (BTF)
and bioaccumulation (BAF) factors, defined as fixed
concentration ratios. The use of fixed ratios implies that
these models assume a steady-state. Hence, the period of
exposure must be long enough, and the exposure level
constant enough, to reach a steady-state.

In this section, methods for a general exposure
assessment will be presented. Furthermore, some of the
problems and limitations of models, and the importance
of exposure scenarios will be discussed. The section ends
with an example that illustrates how exposure methods
can be integrated in the overall assessment.

5.2.2  Choice of exposure scenario

Since human behaviour shows an appreciable degree
of variety, exposure will also vary greatly over the
population. Every exposure assessment will inherently
be extremely limited in its predictive ability for an entire
population. As the choice of exposure scenario will have a
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major influence on the results of an exposure assessment,
this choice should be steered by the assessment goal (i.e.
the part of the population which is to be protected), by
the emission and distribution patterns of the substance
(locally around a plant, or diffusely over a larger entire
region), and, of course, by policy objectives.

Indirect exposure assessments can be performed
using model estimates or measured data. In a first step
models can be used which often are based on generic
scenarios and conservative assumptions. When available,
a more accurate estimate of the indirect exposure can be
developed in a second step using representative measured
data of known quality. Reliable and relevant measured
data are always preferable given the large uncertainties in
the (Q)SARs (see Chapters 8-11). In this way uncertainty
can be reduced for critical exposure routes.

The estimated concentration in each intake medium
and the intake or consumption rates used depend on how
conservative the models and assumptions used are. The
result can vary from average to worst case. The target for
indirect exposure of humans can be set at the exposure
level of an average individual in a region. This implies
that regional concentrations for air, water and soil
can be used as input concentrations and average diets
are assessed for the region under consideration. This
regional approach accounts for the fact that people do
not consume their total food basket from the immediate
vicinity of a point source. In a more worst case approach,
the subject receives his total consumption from the
contaminated area for each food product and lives near
the point source. This exposure scenario is less worst case
than it might appear at first glance because, generally,
only one or two of all possible routes dominate the total
exposure estimation.

Besides an individual approach, groups or locations
at risk can also be defined, for example, people living
near a sewage treatment plant who consume a lot of fish
products. However, these “groups at risk” may turn out
to be different for substances with different distribution
routes, which leads to the risk of ending up with a
large number of such groups and uncertainty about the
relevance and completeness of the groups selected. The
ideal solution would be a method which can predict the
percentage of the population exceeding a certain intake
criterion, e.g. the total daily intake (TDI) or acceptable
daily intake (ADI). This, in fact, means that an
uncertainty analysis for the exposure assessment should
be performed which implies that statistical information
on consumption habits and concentrations in the diet are
needed. Slob [9] describes a statistical exposure model
and uses it to achieve a distribution of long-term intakes

of chemicals in food in the population. The output of this

model describes the long-term intake of and the variation

between individuals as a function of age.

The type of emission or distribution model that
provides the input for the indirect exposure assessment
will, of course, determine the relevance of this
assessment. Point source releases have a major impact
on environmental concentrations on a local scale and
also contribute to the concentrations on a larger regional
scale. Local emission and distribution estimates will
yield an exposure assessment for a specific worst case
exposure location over a shorter period of time. Regional
distribution models, like the multimedia models, will
produce highly averaged concentrations over an entire
region. In this case, an exposure assessment can be seen
as an indication of the potential average exposure of the
inhabitants of the region due to long-term continuous,
diffuse emissions. Regional concentrations can provide
a background concentration which can be incorporated
in the concentration of the local assessment. This implies
that first a regional and then a local calculation must
be done, in sequence. It is not always appropriate to
use regional data as background for the local situation.
In the example that there is only one local source of
a substance, this source is also responsible for the
background concentration in the region, so this must not
be counted twice at the local scale.

5.2.3 Exposure through food products

Food crops

Plants or plant products like vegetables, fruit and grains

form the greater part of the food consumed by humans

as well as herbivores that are part of the food chain for
humans. The contamination of plants will, therefore,
greatly affect the total daily intake of a substance. When
trying to predict concentrations in plant tissues a number
of important conceptual problems need to be considered:

e There are hundreds of different plant species in
the group of food crops. Plants are extremely
inhomogeneous with respect to physiology, rooting
depth, leaf area, growth period or lipid (wax) content,
for example. The considerable variation between
plant species, and even within different varieties of
the same species, can account for major differences
in uptake.

e The uptake and distribution in plants is affected by
environmental conditions, including temperature,
water content, and organic and mineral matter in the
soil.

e Many different plant tissues are consumed which
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cannot be compared with each other; root crops (e.g.
carrot), leaf crops (e.g. lettuce), tuberous crops (e.g.
potato) and fruits (e.g. apple).

* A large proportion of the crops are produced outside
the country concerned and imported. Many crops are
produced in greenhouses in a controlled environment
and with a different level of exposure to chemicals
than crops from the field. A regional exposure
assessment is more appropriate to account for the fact
that not all the total food basket is consumed from the
immediate vicinity of a point source (see also Section
5.2.2).

In view of these conceptual problems, it is clear that

models can only give a very rough approximation of

concentrations in food crops.

Plants can be exposed to chemicals via contaminated
soil and groundwater, irrigation water, dry and wet
deposition from the air, uptake from surrounding gas or
vapour, direct resuspension contaminated soil particles
on leaves caused by rain splash, erosion or direct
application, as in the use of pesticides, for example.
Uptake from soil is, generally, a passive process that is
determined by the transpiration stream of the plant, for
the purpose of accumulation in leaves, or by physical
sorption in the case of roots. Briggs et al. [10] showed
that the uptake of organic chemicals depends on the
equilibrium between the concentration in the aqueous
phase inside the root and in the surrounding solution, and
that sorption takes place on hydrophobic root solids. The
modelling approach of Trapp and Matthies [11] starts
from the same idea and takes into account the uptake
into the whole plant from soil, pore water and air and
the elimination via growth dilution. It has been shown
that the uptake of many compounds into plant roots
from the soil solution is inversely proportional to water
solubility and directly proportional to the hydrophobicity.
Transfer to the shoots is more efficient for chemicals of
intermediate solubility and intermediate hydrophobicity
(0 <log K, < 3.5), which results in a high transpiration-
stream concentration factor (TSCF). The gaseous
exchange between leaves and air can be described by a
leaf-air partition coefficient, as described by Trapp and
Matthies [11]. Chemicals that enter or exit plants through
the stomata are most likely to be chemicals with a high
vapour pressure. Chemicals with low vapour pressure and
water solubility tend to sorb strongly to aerosols and soil
particles (Chapter 3, Section 3.2.2). These contaminants
may be deposited on above ground plant parts by soil
particle resuspension (rain splash), providing a route
of exposure to humans. The mass loading for the direct
resuspension of soil particles on leaves can be 0.2 to >

20% of soil per dry weight plant [12,13]. For the indirect
human exposure it is important to account for the part
that might not be washed off. As a rough estimate,
a fraction of 1% of soil per dry weight plant accounts
for soil not washed off [14,15]. Exposure patterns,
bioavailability and accumulation processes in terrestrial
ecosystems are highly complicated. A few plant-related
aspects are discussed in more detail in Chapter 3, Section
3.3.5, such as root and foliar uptake, factors influencing
bioaccumulation, and plant bioaccumulation models.

Fish

Fish residing in contaminated surface water are able to
take up appreciable amounts of substances through the
gills or through the intake of food. The processes of
bioconcentration and bioaccumulation were extensively
discussed in Chapter 3. The predictive models for these
processes, as described in Chapter 9, can be used to
estimate concentrations in fish used for consumption
on the basis of concentrations in the surface water.
It should be noted, however, that these relationships
are normally only valid within a certain range of the
physicochemical properties and, moreover, do not
apply to surfactants, ionizing substances, dissociating
substances, inorganics, or in most cases to chemicals
that are metabolized. It is generally agreed that there
is a linear relationship of bioconcentration for organic
chemicals with a log K, smaller than approximately 6
and which are not transformed [16-18]. The linear model
of bioconcentration is inaccurate for chemicals with a
log K, exceeding approximately 6 [17,19]. For these
chemicals the bioconcentration data tend to decrease
with increasing log K . In the meantime several authors
have developed more complex mechanistic models that
integrate bioconcentration, biomagnification, growth and
elimination [20-25]. Overall, the results of estimation
methods should be carefully evaluated, especially as most
relationships do not account for possible metabolism.
Bioavailability and bioaccumulation processes are
discussed in more detail in Chapter 3, Section 3.3.

Drinking water

Drinking water is usually sourced from surface water or
groundwater. Groundwater can be contaminated through
leaching from a polluted soil surface, surface water can
be contaminated through direct emission or indirect
emission, for instance, via a sewage treatment plant.
Humans can be exposed to contaminants in drinking
water via direct consumption, inhalation of vapours
when showering or by dermal contact via bathing water
or showering.
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Hrubec and Toet [26] carried out a preliminary
study to evaluate the predictability of the fate of
organic chemicals during drinkingwater treatment. The
contamination of drinking water prepared from surface
water largely depends on the efficiency of the drinking
water treatment process. The results of their evaluation
were used in the TGD [1], where it is recommended
that the removal of the dissolved fraction of organic
compounds from the surface water be estimated by
means of purification factors. Purification factors are
based on measured removal percentages of about ten
organic compounds, mainly pesticides, at surface water
treatment sites in The Netherlands [26]. These data
reflect a worst case situation, because the lowest available
removal percentage was chosen for each compound
and purification step. Additionally, the accuracy of the
predicted removal efficiencies in the different purification
steps according to physicochemical properties is
rather low. This is mainly due to uncertainties in the
removal predictability of the most effective treatment
processes, such as activated carbon filtration. Therefore,
purification factors are estimated quite conservatively
[27]. The degree of pollution of groundwater sources
largely depends on the removal of organic chemicals
from the soil. The effect of the treatment processes used
for the purification of groundwater, which are generally
not intended for the removal of organic chemicals, can
be ignored. After treatment at a drinking water plant,
the drinking water can become contaminated by the
permeation of contaminated water through synthetic
drinking-water pipes. This exposure route has been
investigated on a limited scale and seems only to be
important for a limited number of compounds (e.g.
monocyclic aromatic hydrocarbons, aliphatic chlorinated
hydrocarbons) and also only a small proportion of the
total water mains is made of polyethylene or PVC. The
model concept for the permeation of drinking water
pipes is extensively described by Vonk [28,29] and van
der Heijden [30].

Meat and milk

Meat and milk are other important food products for
humans. Lipophilic substances especially, are known to
accumulate in meat, and are subsequently transferred
to milk. Cattle can be exposed to substances in grass or
other feed, via adhering soil, drinking water, and through
the inhalation of air. In assessing concentrations in meat
and milk there is the advantage that only a few animal
species have to be considered (usually cows or pigs) with
a limited diet (usually only grass with adhering soil is
considered for cows). Biotransfer factors (BTF), which

are defined as the steady-state concentration in beef
divided by the daily intake of the chemical, are typically
used to estimate these concentrations. Travis and Arms
[31] carried out a linear regression analysis of the log
BTF for meat and milk and log K . The theoretical
relevance of these relationships is limited, but they are
of great practical relevance in risk assessment, since 28
(milk) and 36 (beef) organic chemicals with a wide range
of log K, values (from 1.34 (beef) and 2.81 (milk) to
6.9) were used. Kenaga [32] found other regression
equations, based on concentrations in fat of cattle and
pigs. These models had to rely on simple empirical
correlations, with no mechanistic basis which limited
their range of application and predictive capability.
Therefore, several authors have developed and more
closely examined other complex mechanistic models.
Dowdy et al. [33] developed molecular connectivity
indices (MCI) to predict the biotransformation factor
of organic compounds in meat and milk. The MCI is a
non-empirical parameter derived from the molecular
structure. McLachlan [34] developed a simple
pharmacokinetic fugacity model that describes the
fate of trace organic pollutants in lactating cows. The
model consists of three compartments: the digestive
tract, blood and fat. Diffusive transport is possible
between the digestive tract and blood and between
blood and fat compartments. Transformation may occur
in the digestive tract or blood. The model considers
three advective flows: feed, faeces and milk. Storage
is included in the fat compartment. The model can be
used in a steady-state or non-steady-state situation. The
steady-state model is promising and performs very well
for very hydrophobic and non-metabolized compounds.
The CK_,, models for meat and milk of Rosenbaum [35]
are based on the model approach proposed by McLachlan
[34], but substantial alterations were made to address the
inability of this model to capture the behaviour of low-
K, compounds. They compared the CK_, model with
the approach of McLachlan [34] and Travis and Arms
[31] with measured data. They concluded that the CK_,
model provided a better scientific basis and significantly
increased reliability in biotransfer modelling for meat and
milk. Czub and McLachlan [24] adapted the steady-state
model of McLachlan [34] and also included inhalation,
exhalation and urination. A good agreement between
predicted and experimental data can also be found
with Physiologically-Based PharmacoKinetic (PBPK)
models [36,37] although this has only been demonstrated
for non-metabolized substances. The most important
limitation of PBPK models is that the parameters found
for the combination of animals and compounds cannot
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be used for other animals and compounds, preventing a
more generic approach [38].

Ingestion of mother’s milk

The ingestion of mother’s milk by nursing infants is a
potential source of exposure to toxic substances. Lipid
soluble chemical compounds accumulate in body fat and
may be transferred to nursing infants in the lipid portion
of breast milk. Lactating women can transfer to breast
milk their intake of chemicals from all routes (ingestion,
inhalation, and dermal contact) and the total intake of
infants may be via the ingestion of breast milk. Thus, the
population of nursing infants may be at risk, especially
when lipophilic compounds are assessed. All direct and
indirect exposure routes to the mother must be considered
in determining the chemical concentration in breast milk.
A multimedia total exposure model for hazardous-waste
sites, CalTOX [5] and a fugacity based mechanistic
model ACC-HUMAN [7], address this exposure route.

Applicability of combined routes

Against the theoretical background of estimating
exposure through food products, all underlying
assumptions together drastically reduce the applicability
of the models. Although the regression equations used
sometimes show a wide range, the joint range can be
quite small [39]. This is illustrated by Figure 5.2 which
shows the range of applicability of the various regression
equations of the indirect exposure routes of EUSES [4].
The joint range is quite small, with a log K, ranging
from 3.0 to 4.5. For substances with a log K, outside
this range, the regression equations can result in uncertain
and possibly misleading estimations.

5.2.4 Direct exposure through the environment
Direct exposure of humans through the environment can
be caused by inhalation of air, dust or aerosols, ingestion
of soil and dermal contact. Examples of direct exposure
via the dermal route are, for instance, contact with
soil during gardening, swimming in surface water or
showering with chlorinated drinking water (chlorination
byproducts). Modelling direct exposure is relatively
simple because the concentration in intake or contact
media can be derived directly from distribution models,
as discussed in Chapter 4. Only the defined exposure
scenario and quantification of the absorption and uptake
from the external exposure are of importance (see
Sections 5.3 and 5.4). Except for the inhalation of outdoor
air, all other direct exposure routes, both indoors and
outdoors, are more applicable to the risk assessment of

Log Ky
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Figure 5.2. Regression ranges of the indirect exposure module
of EUSES [39]. With permission.

a contaminated local environment than to the assessment
of a regional environment. Direct exposure modelling can
be done in a manner similar to the approaches described
for consumer exposure in Section 5.3.

5.2.5 Derivation of the total daily uptake and
sample calculations

The total daily uptake by man is calculated by combining
concentrations in the different intake media, i.e. drinking
water, air, fish, crops, meat and milk, with the daily intake
values of the population to be protected. The following
general formula is applied to calculate the doses from the
different media:

C ~IH,,

medium x edium x
DOSE e dium x = BW 6D
DOSE,__4ium <= daily dose via intake of a specific
medium (mg/kgbw-d)
medium x = concentration of the chemical in this
medium (mg/kg or mg/m?3)
IH  4iumx = daily intake for this medium (kg/d or
m3/d)
BW = (average) human bodyweight (kg).

In the case of inhalation of contaminated air a correction
factor for the bioavailability for inhalation (typically
0.75) has to be included in this formula. By adding up
the different doses for the individual intake media, the
total human dose can be calculated and compared with
the no observed adverse effect level (NOAEL), the ADI,
or TDI (see also Chapter 6). An example of how human
exposure through the environment can be calculated is
given below.
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Table 5.1. Physicochemical properties of PCB and 2-propanol.

Substance Molecular weight Log K, Vapour Water Kp in soil® Henry’s Law
[g/mol] Pressure solubility constant?
[-] [Pa] [mg/L] [L/kg] [Pa.m3/mol]
PCB 290 6.5 0.25 0.05 4640 1450
2-propanal 60 0.1 4400 1.10° 0.24 2.55

4 Estimated from the given properties

Examples for an exposure assessment through the
environment

Human exposure through the environment can best be
demonstrated by means of two substances with different
physicochemical properties. One substance, a PCB
congener with 4 chlorine atoms, is highly hydrophobic
and has a low vapour pressure and a low water solubility.
The other substance is 2-propanol, which is hydrophilic,
has a high vapour pressure and is highly watersoluble.
The physicochemical properties required to perform the
calculations are summarized in Table 5.1.

Calculations are performed with EUSES [4], based
on the equations incorporated in the TGD [1]. The
environmental concentrations, necessary as input for
the calculation procedure, are assumed to be equal for
both substances for a better comparison. For air, a total
concentration of 10 mg/m3; for surface water, a dissolved
concentration of 0.5 mg/L; and for agricultural soil, a
total concentration of 1.0 mg/kg . . are assumed. It is
obvious that PCB, being more hydrophobic, will be more
strongly sorbed onto soil particles than 2-propanol. These
environmental concentrations are subsequently used to
calculate the intake of the chemicals by humans through
different routes.

Air

In air, partitioning between aerosols and the gas-phase
takes place. The vapour pressures of both substances,
although relatively low for PCB, are high enough to
expect that more than 99% of both substances to be in
the free gas-phase (according to Junge’s equation, see
Section 3.2.2, Equation 3.9).

Drinking water

Surface water is regarded as the only source for drinking
water. For PCB, a purification factor of 0.125 results in
a drinking water concentration of 0.0625 mg/L. This
purification factor is relatively high because during
treatment a considerable amount is expected to be either
adsorbed or volatilized. 2-propanol has a conservative

purification factor of 1. Hence, its concentration
in drinking water is expected to be similar to the
concentration in surface water.

Fish

The hydrophobic PCB has an enormous potential for
bioaccumulation in fish. Based on its octanol-water
partition coefficient a BCF of 43,700 L/kg is estimated,
resulting in a concentration in fish of 2.18.10* mg/kg. 2-
propanol, however, has a low bioconcentration potency.
The log K, of 2-propanol is outside the valid domain
for use of this BCF (see Section 5.2.3). Therefore, the
minimum log K of the valid domain is used to calculate
a BCF of 1.41 L/kg, which results in a concentration in
fish of 0.7 mg/kg.

Crops and grass

The modelling approach proposed by Trapp and
Matthies [11] is used to estimate levels in plants due
to uptake from pore water and air (gas phase). This
approach integrates uptake from pore water and air into a
consistent, one-compartment model. The sink term in the
model is formed by diffusive transfer from leaf (foliage)
to air, elimination in the plant tissue, and dilution by
growth. The source term is formed by the uptake and
translocation from soil and the gaseous uptake from air.
Aerosol deposition is not considered in the model, but as
our example substances were not bound to aerosols in air,
deposition of aerosols onto plants can be neglected.

The concentration in root tissue is determined mainly
by physical sorption and is calculated by: (Kplam_water.
Cporewater)/RHOPIam. Root uptake and translocation
to higher parts of the plant is described by Briggs
et al. [10,40] by defining the transpiration-stream
concentration factor (TSCF). The TSCF is the ratio
between the concentration in the transpiration stream
and the concentration in pore water. Uptake from the gas
phase is described by a foliage-air partitioning coefficient
(see also Chapter 3, Section 3.3.5).

On the one hand, PCB is extremely hydrophobic



202 Human exposure assessment

and is therefore more easily taken up by roots than 2-
propanol. While, on the other hand, the PCB pore water
concentration is much lower than 2-propanol. This results
in comparable concentrations in root of 5.2 mg/kg, . and
2.9 mg/kg, .. for PCB and 2-propanol, respectively. PCB
is only slowly translocated in the plant because of its
hydrophobicity. This is shown by a low TSCF of 0.038.
The TSCEF for PCB is calculated with a K_, of 4.5 (and
not 6.5), which is the maximum of the valid domain for
use of the TSCF. 2-propanol is more easily translocated
in the plant with a TSCF of 0.25. PCB is more easily
taken up from air and pore water, because of its lipophilic
properties. A K, .. of 2.5.10* m*m? and K jantwater OF
1.5.10* m3/m3 leads to a PCB concentration in the leaves
of crops and grass of 0.348 mg/kg, . .. For 2-propanol,
these partition coefficients are lower, with a value of 615
m3/m3 and 0.66 m3/m3, respectively. The 2-propanol
concentration in the leaves of crops and grass is 0.01 mg/
kg The net result is that despite the higher pore water
concentration for 2-propanol, lower concentrations are
estimated in leaves and grass than for PCB.

Meat and milk
Concentrations in meat and milk are estimated with BTFs
(d/kg) according to the regression equations described by
Travis and Arms [31]. Cows are exposed through eating
grass with adhering soil, and inhaling air. Equation 5.2
can be used to calculate the concentrations in meat or
milk:

see below 5.2)
The hydrophobic PCB is estimated to accumulate
appreciably more in the meat and milk of cattle than 2-
propanol, even though the concentrations in crops are
lower. BTFs of 0.08 and 0.025 (d/kg) result in relatively
high concentrations in meat (2.28 mg/kg) and milk (0.72
mg/kg) for PCB. For 2-propanol these values are several
orders of magnitude lower, resulting in concentrations in
meat and milk in the ng/kg range. It must be noted that
the log K, of 2-propanol is outside the valid domain for
use of the BTF for meat and milk (see Section 5.2.3).
Therefore, the minimum log K. of the valid domain
is used to calculate a BTF for meat and milk for 2-
propanol.

Total daily intake by humans

In this example humans are assumed to obtain their total
consumption from contaminated media only. The human
intake rates represent the highest country-average intake
across all EU Member States for each food product
[40]. Therefore, this exposure scenario can be seen as
a worst case. The dose obtained from each medium can
be calculated according to equation 5.1. For inhaled air
a bioavailability of 75% is assumed. The results for the
two compounds are summarized in Table 5.2.

From Table 5.2 it may be concluded that the human
exposure through the environment is higher for PCB
than for 2-propanol. Human exposure to PCB is caused
mainly by the consumption of contaminated fish.
Exposure to 2-propanol is caused by two major exposure
routes: drinking water and root crops. Of course, a large
degree of uncertainty is attached to the absolute figures
for the TDI. However, it is relatively safe to assume that
under similar environmental concentrations, exposure to
PCB will be higher than exposure to 2-propanol.

5.3 CONSUMER EXPOSURE ASSESSMENT

5.3.1 Introduction

Individuals in and around residences come in contact with
a variety of substances from various potential sources.
The focus in this chapter is on consumer products, which
includes consumer products such as household cleaning
products, personal care products, clothing, furniture,
toys, etc. Consumer product exposure assessment
approaches and results have been published for many
years, e.g., one of the first publications was an industry
exposure study in 1970 exploring variations in exposure
arising from consumer usage of a laundry detergent
product, specifically assessing inhalation exposure while
a laundry powder detergent is dispensed into the washing
machine [41]. Additional noteworthy publications
relating to consumer exposures followed in the 1970’s
and 1980’s, [42-45]. Further to this, US-EPA [46]
published detailed information on databases, tools, and
a systematic approach to estimating exposures to a given
chemical in consumer products, and included a listing
of consumer product categories along with potential
exposure pathways and mechanisms. The first edition of
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Table 5.2. Human intake rates and TDI from different routes for the PCB and 2-propanol example.

Medium Intake rate Dose Percentage of Dose Percentage of total

[mg/kg.d] total intake [mg/kg.d] intake

PCB 2-propanol

Drinking water 0.002 m3 0.00179 0.00497% 0.0143 41.5%
Fish 0.115 kg, /d 359 99.8% 0.00116 3.37%
Leaf crops (incl. fruit/cereals) 1.20 kg, /d 0.00596 0.0166% 0.000177 0.515%
Root crops 0.384 kg ./d 0.0287 0.0798% 0.0159 46.3%
Meat 0.301 kg, /d 0.00978 0.0272% 1.0.107 0.000297%
Milk 0.561 kg, /d 0.00577 0.0161% 1.9.10° 0.00553%
Air 20 m/d 0.00286 0.00796% 0.00286 8.30%
Total 359 100% 0.0344 100%

US- EPA’s Exposure Factors Handbook was published in
1989 (however, a section specific to consumer products
and residential exposure factors was not added until the
second edition in 1997) [47,48].

Consumer exposure assessment activities in the
1990’s included reports and publications from OECD
[49], the European Commission [50-52], WHO [53]
and RIVM [54,55], and the Carnegie Mellon University
[56]. More recent noteworthy efforts include work by
ISEA and SRA [57], further research in 2000 and 2001
by Carnegie Mellon scientists [58,59] on the impact of
consumer behaviour on exposures, work by RIVM and
others in 2001 on the potential for meaningful intra- and
inter-individual variations in the use of a product [60].
A first European Exposure Factors Sourcebook was
published by ECETOC [61], RIVM published a series
of “fact sheets” with scenarios and related information
for various categories of products [62], and the European
Commission published the Technical Guidance
Document [1]. Further, the European Chemical Industry
Council (CEFIC) funded a project, ExpoFacts, in which
a database containing European data on exposure factors
was created [63]. Reports of the USEPA-sponsored
voluntary children’s chemical evaluation programme
(VCCEP) include a critical review of global information
for the selected chemicals and exposures from the use of
consumer products [64].

Two other industry initiatives providing useful
information on exposure assessment is the European
HERA project which focused on household cleaning
products [65] and the US industry-led Alliance for
Chemical Awareness website [66]. Finally, the European

Commission-sponsored EIS-ChemRisks (the European
Information System on “Risks from chemicals released
from consumer products/articles”) was developed to
build knowledge and develop European and global
infrastructure, methods and tools for understanding
exposure to consumer products. The EIS-ChemRisks
Exposure Assessment Toolbox allows users to access
information and make queries from reference databases
to find exposure scenarios, data, exposure factors, testing
methods, and exposure models and algorithms [67].
5.3.2 Consumer exposure scenarios

In this section we will first address the development
of consumer exposure scenarios according to the first
definition of OECD/IPCS [3]. In Section 5.3.6 we will
consider risk management measures for consumers
which, in fact, provided the basis for the development of
ES under REACH for chemicals with relevant exposure
to consumers.

Building a consumer exposure scenario

An exposure scenario is often constructed on the basis of

a logical, step-by-step analysis of:

e The factors and events known or postulated to affect
how and when a substance of interest is released
from a consumer product or other source into the
environment or microenvironment.

e The transport, transformation, and fate of the
substance of interest in various media (e.g., room air).

e The contact between the substance and consumers
and other people.
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e The concentrations of the substance in the relevant
carrier media (e.g., room air), and

e The dose potentially entering the human body.

Each category of products and articles will need a set

of scenarios to cover all key “real life situations,” or

“reasonably foreseeable exposures.”

To assess the exposure to chemicals or substances
present in consumer products, information is needed
on two sets of parameters: contact parameters and
concentration parameters. The contact parameters
denote where, how long and how often contact with
the consumer occurs. This will require estimations or
knowledge about the extent, duration, and frequency
of exposure associated with a particular type of usage
of the product, and whether the exposure might be
one event, a series of repeated events or a continuous
exposure (e.g., concentrations in indoor air resulting
from storage and use of a product). The data used might
include behavioural observation studies conducted
in homes, and activity diaries that consumers are
asked to complete. In the absence of more substantive
information, expert judgments and assumptions might
be used. The concentration parameters are needed to
estimate the concentration of a substance in a medium
that might come into contact with the body. This is not
necessarily equal to the concentration of the substance in
the consumer product, e.g., a product might be diluted,
mixed, undergo evaporation, etc., before the substance of
interest actually reaches the human body. The routes of
exposure can be dermal (e.g., cleaning agents, cosmetics,
shampoos, or clothing), inhalation (e.g., hair spray) or by
ingestion (e.g., swallowing of tooth paste). By combining
the contact parameters with the concentration estimates,
exposure or dose can be estimated.

The source of the chemical or substance could be a
component of a synthesized material (e.g., a consumer
product formulation), or a “product/assembly” (e.g.,
a component of a piece of clothing or furniture).
The source provides the molecules of interest for the
assessment, either as volatiles (as the original compound
or released from a material/matrix), molecules in an
aqueous or other liquid media, and/or as particles (as the
original compound or released from a material/matrix).
Molecules from a source that are not already in the local
environment being assessed could be transported from
the non-local environment to the local one (e.g., from
outside of a residence to indoors, or from one room to
another), either creating an exposure or perhaps adding
to an existing source of exposure.

The local environment is where the dermal and/or
inhalation and/or oral exposure(s) to the human subject(s)

occurs. The source term is developed into a delivered

dose in the scenario by the use of:

*  Human-related exposure factors including: a) the
behaviour and preferences of the user (e.g., activities,
what product they choose to use, or what article
they choose to wear) and possibly by the behaviour
and preferences of others in the house and b)
physiological characteristics (e.g., age, skin surface
area, breathing rate, etc.).

e Residential exposure factors (e.g., the volume of the
house or room, the types of appliances, etc.), and
possibly by environmental factors (e.g., a strong wind
could diminish the amount of the substance of interest
reaching the local environment, and a warm or cold
outside temperature will influence the residential air
exchange rate depending on whether windows are
open or not, and whether the house has the heating or
air conditioning system in operation, etc.).

The combination of boundary conditions and human

factors and product or article-specific factors, plus

other factors noted below, determines qualitatively,
quantitatively, and in terms of time, the evolution of the
exposure process.

If a chemical or substance is used in more than one
consumer product, or if the product is expected to be used
in more than one way for a task, or for more than one
type of task, it may be necessary to assess the exposure
for each case. In addition, if the substance is used in
different consumer products or has different modes of
use, the exposure assessment could examine those uses
for which the highest exposures are expected to occur
on a regular basis. The aggregate exposure expected
from the use of the same substance in different products
may also be considered. When doing aggregate exposure
assessments it is important to understand the correlation
between the various uses, time-activity patterns, co-
use patterns and non-users in the population. This is
an important area of research on how to do aggregate
exposure accurately rather than always taking the worst
case of assuming all exposures happen at the same time.

Exposure assessment can be approached in steps,
progressing from less refined, more conservative
assessments, to more refined, data-rich assessments,
as considered necessary for each risk assessment. An
advantage of using scenarios is that initial exposure
estimates can be developed with very little data;
with the possible disadvantage of having a high level
of uncertainty associated with the need to include
assumptions and inferences given the limited data.
These screening-level scenarios are often constructed to
represent worst case exposures that would fall beyond
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the upper end of the expected exposure distribution.
Parameters, such as emission rates, dispersion
characteristics, concentrations in consumer products,
human inhalation and consumption patterns, uptake
rates, metabolism, and exertion, are either estimated
from available data or are represented by “defaults” or
other values.

Scenarios can have limitations, e.g., a lack of
data for some exposure factors, and non-validated
default assumptions. These limitations can contribute
significantly to uncertainties in the exposure and risk
assessment. To be able to quantify these uncertainties
better, while gathering, analysing and utilizing exposure
information it is important to consider:

e The potential for meaningful intra- and inter-
individual variations in the use of consumer products.
e The potential contribution of non-consumer product

sources (e.g., outdoor; smoking) to the exposure to a

chemical in the residential environment.

e That an unexpected exposure factor (e.g., poor
eyesight) in a scenario could have a key impact on
the exposure from a consumer product.

Assessment of dermal exposures
There can be extensive dermal (i.e., contact with skin)
exposure of consumers to substances in products (e.g.,
clothing, furniture, and toys). These could also include
direct contact with laundry detergents and hard surface
cleaning products during use, indirect contact with
cleaning product residues (e.g., laundry detergent
residues in washed clothing), contact with dislodgeable
residues of a chemical after use (e.g., crawling infant
contact with carpet cleaner residue on a carpet); and
direct contact with materials that are intentionally applied
to the skin (e.g., clothing, and various types of cosmetics
and personal care products). Assessment of dermal
exposure consists of two distinct steps:

e Estimation of the amount of chemical that comes into
contact with the skin and can potentially be absorbed
through the skin.

e Determination of the fraction of this external exposure
that actually penetrates the skin and is taken up (is
bioavailable).

The first step involves specification of the frequency and

intensity of the contact with a product and the details of

the release of the active ingredient from the matrix in
which it is contained (e.g., diffusion through a watery
solute to the skin, migration from a solid matrix onto
the skin). The fraction of a substance that is available for
absorption (to be determined in the second step) from this
layer through the skin is generally difficult to estimate. It

depends on the solubility of the substance in water and

fat, its polarity and molecular size, environmental factors

and skin dependent variables.

As a rule of thumb, bioavailability can be assumed to

be O for substances with a log K below -1 and over

5 or a relative molar mass over 700. The ratio of the

LD50dermal/ LD50oral may also provide information on

dermal absorption, a high ratio being indicative of poor

absorption. In all other cases total absorption should be
assumed.

Various additional factors must be taken into account in

determining dermal exposures:

e Human exposure factors. Besides body weight, which
varies between and within age and gender categories,
it is necessary to develop an exposure scenario that
specifies the amount of skin surface area exposed.
Total surface area statistics can be used with a fraction
taken to represent the exposed area, or exposed body
parts can be specified (e.g., both hands) and body part
surface area data used.

e Frequency and duration of exposure. The duration
of exposure should represent the anticipated contact
time with the skin prior to washing or removal.

e Concentration of the chemical on the skin. It is the
estimation or measurement of vapour phase or
aqueous-phase concentration of a given agent in
contact with the skin. For example, aqueous-phase
exposures are usually expressed as Lg/cm? of aqueous
solution.

Assessment of inhalation exposures

Developing data about relative indoor emissions
from various types of consumer products has been an
important area of research, especially in view of the
variations in consumer products, consumer behaviour,
and housing conditions encountered across the world. It
is important to be able to estimate primary emissions of
chemicals from consumer products using monitoring or
testing methods, and/or via modelling. Emission rates of
most chemicals in consumer products are greatest when
product are new; emissions are likely to continue at low
levels for longer periods with products such as carpets
and pressed-wood products. Of particular interest are
long-term exposures to VOC emissions from room air
fresheners and bathroom deodorants which are intended
to maintain an elevated concentration of deodorant in the
room.

Exposure factors that are commonly considered
when assessing inhalation exposures to chemicals in the
home are given in Table 5.3. Many of these factors are
associated with a wide range of variability across affected



206

Human exposure assessment

Table 5.3. Exposure factors considered in inhalation exposure in the residence.

Source characteristics

Human exposure factors

Physicochemical properties

Residential building factors

Perhaps the most important factors determining the impact of chemical sources in the residence
on inhalation exposures are the nature of the source (e.g., a consumer product, or a residential
construction material, such as floor or wall surface), how it is released (e.g., as a respirable aerosol,
non-respirable aerosols, or as a vapour release, and the source strength (roughly proportional to the
concentration of the chemical in the source or product).

These include body weight, which varies between and within age and gender categories, and
inhalation rates, which vary primarily by age, gender, and activity level.

These include factors such as molecular weight and vapour pressure that determine the rate of
evaporation into air of a chemical in an applied material (e.g., paint), or its release from aqueous
solution (e.g., the role of Henry’s law constant in determining the release of volatile organics from
tap water used in the home).

The basic characteristics of the room(s) and building in which residential exposures occur, as well
as the ventilation configuration (i.e., number of windows and doors open, the rate of mechanical
ventilation and air mixing, rate of infiltration of outside air), will determine the extent and rate of
dilution of the chemicals of interest in a specific indoor air setting.

populations. A number of indoor air modelling tools are
available for use in assessing inhalation exposures of a
variety of contaminants from a variety of sources. Some
are oriented more towards assessment of exposures to
chemicals from consumer products when the specific
emission term is not known.

Assessment of ingestion exposures

Ingestion of chemical residues can occur in the home
from chemical residues in, e.g., packaging material
(and subsequent leaching to food items). In addition,
consumer products can lead to ingestion exposures via
accidental exposure and incidental residues such as a
cleaning agent residue on plates and silverware following
product use. Another important pathway for incidental
ingestion exposure is hand-to-mouth behaviour in infants
and toddlers, and the mouthing of clothing, other textiles
(e.g., blankets and furniture) and toys. For adults, hand-
to-mouth behaviour is also possible for some scenarios,
along with some product-to-mouth behaviour associated
with certain types of products, e.g., pencils and pens.

Other routes of exposure

Besides dermal, inhalation, and oral exposures as
the three major routes of exposure, other routes of
exposure must be considered in special cases, e.g., the
intradermal or intravenous routes. Intradermal exposure
occurs when the integrity of the skin is disrupted by the
use of consumer products (e.g., by earrings or tattoos).
Intravenous exposure may occur during the use of

medical devices (e.g., an infusion device from which
migration of monomers or other substances takes place).
5.3.3 Primary and secondary exposures associated
with consumer products

One way to characterize consumer exposure is by looking
at the different populations and subpopulations that are
actually exposed to the products. Primary exposure to
substances occurs to the individual actively using the
product or article containing the substance. Examples
of primary exposure are wearing textiles, or the use of
household cleaning products. Secondary exposure occurs
to non-users or bystanders; these are individuals who do
not actively use the products but are indirectly exposed
to substances released during or after product use by
another person (the user).

Examples of secondary exposure of non-users
include exposure to paints, and cleaners, etc., during or
after use by the user, and exposure to household articles
and appliances (e.g., flame retardants in furniture,
plasticizers in building materials) which have been
treated with the substance. Secondary exposure scenarios
also include contact with the substance following the use
of professional products in the home, e.g., from paints
after painting in the home by a professional painter.
According to this definition, the user of a product may
be subject to both primary and secondary exposure and,
as a consequence, will often have the highest exposure,
whereas the non-user or bystander has only secondary
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exposure. Such secondary exposures may be of less

immediate concern than primary exposure unless this

occurs to specific subgroups of the population that may
experience higher exposures because of their specific
behaviour (e.g., children crawling on the floor).

5.3.4  Accessing exposure factors and data

An exposure assessor needs to utilize various exposure

factors to calculate exposures to a substance from the

intended and reasonably foreseeable uses and misuses of

a consumer product. For example, exposure factors could

include the concentration of the substance in the product

formulation, the amount of product applied, and the skin
surface area of application.

The exposure factors can be based on actual data
(e.g., measurements under actual or simulated consumer
product usage, or measurements for chemicals judged
to be similar in chemical properties to the chemical of
interest), computer software estimations of the factor
(e.g., how much might be released into residential
air based on the volatility of the substance and the
temperature of the consumer task), predictions, or
expert judgments. A key challenge confronting all
exposure assessors is the need to choose suitable values
for important exposure factors. Basically, there are
two general types of information sources to which the
assessor can turn:

e Primary sources, which are studies or collections of
studies reported in the scientific literature (e.g., peer-
reviewed journals), and

e Secondary sources, which are compilations that
summarize existing data from primary sources and
recommend values for important human exposure
factors.

Two weaknesses in the data used to assess exposure to

chemicals in consumer products are: (1) product usage

and (2) product contact. The diversity of consumer
products does not allow for a single set of information
sources, handbooks or databases to be consulted. Rather,
it is necessary to explore which information sources
apply to the substance of interest. There is only limited
information available about chemicals in consumer

products, e.g.:

e Product registers. These are available in some
countries (e.g., Switzerland, the Nordic countries,
Italy, and Germany) and may provide information on
whether the substance under consideration is present
in marketed consumer products.

e Poison information centres which have product
information.

Figure 5.3. An example of an observation study.

e Safety data sheets and information brochures from
industry.

Expert judgment and review of the original data could be

needed when deciding whether to use an exposure factor

value for a specific assessment, e.g., for the use of US

EPA-published exposure factors outside the US. Other

information sources on habits and customs of use that

may be useful include:

e Specific information on use durations and contact
frequencies. This information for consumer products
is often lacking. An estimate of these parameters
can be derived from time budget data (sometimes
called human activity patterns) where available. Time
budgets comprise information on the behaviour of a
population during a day, week or year. Because time
budgets may vary geographically, it is useful to check
if the national statistical agencies have gathered such
data on a regional basis.

e The directions provided by the manufacturer.
These provide information on the recommended
use, but usually not on the way products may be
handled before or after actual use, nor on reasonably
foreseeable misuse. Although information on the
latter might be available from Poison Control Centres
and case studies reported in the literature, such data
might represent the more extreme misuses of the
product and may not be very informative about the
normal range of uses.

e Information accompanying computer programs for
the exposure assessment. This may also be useful
sources of data.

e Information from manufacturers. Some countries
require manufacturers of certain products (e.g.,
cosmetics, toys, pharmaceuticals, food contact
materials, pesticides) to provide data useful for
estimating exposure.



208 Human exposure assessment

Table 5.4. Concise overview of some consumer exposure models.

Model Short description Reference
ConsExpo The program offers a number of generally applicable exposure www.consexpo.nl [62]
models and a database with data on exposure factors for a broad
set of consumer products. Evaluations for multi-route exposures.
Deterministic and probabilistic assessments are supported.
MCCEM The program models time varying indoor air concentrations and www.epa.gov/oppt/exposure/pubs/
inhalation exposures in different rooms of a residence. Includes mccem.htm [69]
various source and sink models. Combines time- dependent air
concentrations with time-activity patterns.
‘WMPaint Special purpose model to estimate exposure from solvents in latex  http://www.epa.gov/oppt/exposure/
and alkyd paints. Emission models are based on small chamber pubs/wpem.htm [70]
emission data.
Promise Tool is designed for estimating single exposure events in www.americansolventscouncil.org/
(probabilistic occupational settings and in certain consumer-type applications. The — resources/promise.asp [71]
methodology program offers tools for probabilistic simulation, implementing a

for improving large number of statistical distribution functions.

solvent exposure
assessment)

Lifeline aggregate Advanced tool to characterize population-based aggregate and http://www.thelifelinegroup.org/

and cumulative cumulative exposures and risks from pesticide residues. The sources lifeline [72]

exposure/risk of exposure included in the program are diet, home environments,
assessment drinking and tap water, residential pesticide products. Contains large
software databases with US-specific data.

e In-home observation data (see Figure 5.3), diary
studies, recall studies, and/or objective measurement
studies conducted by industry, trade associations,
academic researchers, or government organizations.
Some of this information has been published.

e Published literature.

5.3.5 Issues to be considered when performing an
exposure assessment
Tiered approach

Exposure assessments are usually developed in a tiered
(or phased) approach. The assessment of the exposure
of consumers conducted following an iterative, tiered
procedure starts with an initial “screening”. This
screening is needed to identify if the substance under
investigation is actually used as or in consumer products
or whether the expected (by estimations based on crude,
worst case assumptions) consumer exposure is so low
that it can be neglected further in the risk characterization
phase (tier 0). If this is the case, no further assessment
is needed and the conclusion can be mentioned in the
chemical safety assessment. If use as or in consumer

products has been identified and the exposure is not
considered to be negligible as described above, then a
rough quantitative exposure assessment will be desirable
(tier 1). The results of this quantitative assessment are
taken forward to the risk characterization where they are
combined with the results of the effects assessment in
order to decide whether or not there is any concern for
the consumers exposed to the substance.

Several exposure scenarios are presented in the
TGD, each with a different equation for the exposure
calculation (also called first tier models (Table 5.4)),
which calculate a realistic worst case exposure. Higher
tier models are also available, in ConsExpo 4.0 [62,68],
for example. For guidance on how to calculate exposure
using first and higher tier models, the reader is referred
to the TGD or the manual of the respective models.

5.3.6 Risk management measures for consumers

Risk management measures are generally used but
not specifically indicated as such. REACH [2] will use
exposure scenarios as a means of communication to
instruct the user of a substance how to deal with it in
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Figure 5.4. RMMs related to exposure to consumer products are divided into “product integrated” and “consumer” measures [73].

such a way that risks are adequately controlled, for all
foreseeable environmental, occupational and consumer
exposures. Producers and importers will have to report
implemented RMMs as part of the ES. On the basis of
published and additionally developed RMMs examples
on package design, physico-chemical properties, product
form, labelling for safe use/storage/disposal, modification
of the product composition, etc., RMMs pertaining to
consumers which aim to minimize exposure, maximize
safety and avoid harm to consumers altogether have been
described recently [73] and are presented in Figure 5.4.
One basic channel to provide direct information on
RMMs for consumer products is labelling. Labelling
is related to both “product intrinsic” RMMs and to
“consumer use-related” measures: in particular, health
and safety (product identifier, product handling and
use, hazard statements, precautionary statements and
pictograms, warning words and messages). The label
needs to be sufficiently detailed and relevant to the
use of the product. There are two main approaches to
providing information to consumers through labelling.
These are: 1) based on the likelihood of injury (i.e., risk
communication), and 2) based on the “right to know”

principle in providing information to consumers solely

based on the product’s hazards. Consumer product

RMMs can be categorized into:

e Product-integrated RMMSs. These RMMs mostly
reflect technical measures to be applied during the
pre-design phase of a product prior to its actual use
by consumers. This category is grouped into chemical
and physical RMMs. [41, 74-78]. These RMMs
should largely integrate the foreseeable identified
uses during the entire lifecycle of the product from
manufacturing to disposal. The administrative RMMs
are part of the product-integrated RMMs and mostly
refer to organizational risk reduction and restriction
strategies related to the products’ foreseeable uses
and misuses (see Chapters 1, 2 and 12 and [59]).

e Consumer RMMs. These RMMs include labelling
and mostly refer to the product-related risk and
safety instructions, communication and education
directed to the product users The effectiveness or
real application of this type of RMMs depends on
the awareness and willingness of the actual user and
such measures are therefore difficult to control by the
product manufacturers/importers or producers (see
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Chapters 1, 2 and 12 and [56,58,59]).

The degree of exposure depends on the use of a product
and the most suitable RMMs consequently depends on
each foreseen use of a substance; whether it is used as
such, in a preparation, or in a product. Many uses can be
identified for consumer products. These may be intended
but could also be unintended uses. To be able to classify
the foreseeable product usages, there is a greater need to
share more information on the products’ usages across
the substance/product supply chain. As demonstrated
by the literature review of Bruinen de Bruin [73], the
concept of RMMs has been known for several decades,
but the degree to which specific RMMs have been
identified, applied and described varies among consumer
product manufacturer/producers. Under REACH it will
be a challenge not only to qualify but also to quantify the
RMMs described above for consumers.

In order to illustrate the use of RMMs for the
development of ESs we will provide two case studies,
i.e., one on waterproofing spray products and one on the
design of safe enzyme-containing laundry detergents,
which can be seen as an example of effective RMMs use
of industry.

Case study 1: Waterproofing spray products

Yamashita et al. [79, 76, 77], studied the role of mist
particle diameter to the toxicity of waterproofing
sprays in mice. When a waterproofing spray is used, the
solvent vaporizes and the water-repelling agent remains
on the surface of the sprayed area, thereby providing
a waterproofing effect. Yamashita et al. [79] found
that when the solvent was replaced by a less toxic, but
more volatile, chemical in the waterproofing spray, the
inhalation exposure increased. It was hypothesized that
faster evaporation resulted in smaller aerosol particles
over time. Better volatility of the solvent was believed to
have affected the diameter of the particles and therefore
changed the inhaled amount. To test this hypothesis,
on the basis of reported intoxication in human beings
after using waterproofing sprays, Yamashita et al.
[76,77] grouped 12 sprays into either a toxic or a non-
toxic group. The products in the toxic group generated
mists with a smaller mean particle size than those in
the non-toxic group, 42.3 + 9.8 um vs. 86.8 + 28.6 um,
respectively. Yamashita et al. [76,77] mentioned that the
particle diameter is most responsible for the amount and
location of the deposition within the human respiratory
tract. This study revealed that the percentages of particles
< 10 um (PM10) was significantly higher and that the
mean particle diameter was significantly smaller in the
toxic group than in the non-toxic group. Yamashita et al.

[77] showed that the diameter of the spray particles have
a major influence on the ultimate toxicity of commercial
waterproofing sprays. The studies described showed how
the risk management measure of modifying the spray
particle diameter produced — in this case increasing the
particle diameter — can reduce the amount of inhaled
particles and therefore reduce the health risk due to
inhalation. However, by replacing a chemical with a
less toxic but more volatile chemical, the particle size
unforeseeably changed and in this case decreased. This
led to increased inhalation exposure of the less toxic
chemical. These studies underline the importance of a
good understanding and careful planning of any risk
management measure throughout the products’ lifecycle
and the importance of repeating the exposure assessment
process after a risk management measure is applied.

Case study 2: The design of safe enzyme-containing
laundry detergents

A report by the (US) Soap and Detergent Association
[78] describes the association’s risk assessment
guidance for enzyme-containing laundry detergents.
The purpose of the SDA guidelines is to provide a
framework for manufacturers of detergent products to
conduct appropriate risk assessments and to develop
risk management programmes to help ensure the
safety of new products containing enzymes. SDA [78]
recommended that companies using enzymes take a
responsible approach to how they manage enzymes and
the safety of their use in order to avoid any unwarranted
authority restriction on the use of enzyme technology
in other consumer applications. In order to control the
risks of exposure to enzyme-containing detergents, SDA
[78] described RMMs such as “product modification”,
“product use restrictions via labelling”, or a “decision
not to market the enzyme-containing product”. Among
the options given for modifying the product are: 1)
changing the matrix or delivery of the enzyme product,
2) reducing the enzyme concentration in the product,
3) substituting other ingredients that may affect the
potency of the enzyme, or 4) a combination of these
approaches. SDA [78] presented a practical example of
how modification of the enzyme form reduced exposure
during use. Nowadays, enzymes are encapsulated to limit
consumer and worker exposure. In the mid 1960’s to
early 1970’s, however, the exposure to enzymes present
as an ingredient in unprotected detergent powder was
estimated to be 212 ng/m? during use. By redesigning this
detergent powder, exposures continually decreased over
time from 1.01 ng/m3 (1970), to 0.042 ng/m3 (1984), to
0.0057 ng/m3 (1993) for granulated, prilled, and double-
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Box 5.2. Words of caution

“Determining significant exposure routes and pathways (for a substance in a consumer product) and selecting values
required to estimate exposure for each pathway can involve intensive effort... Most consumer products are used in a
variety of circumstances. The main criterion in selecting a standard scenario (for the US EPA document) to represent use of a
consumer product was that exposure resulting from the activity is estimated conservatively. For products in which inhalation
is a significant route of exposure, a single event involving use of the largest mass of product results in the most conservative
estimate of exposure to the product for a single event. However, this event might not occur as frequently on an annual basis or
over the lifetime of an individual as another event in which a smaller mass of product is used. Consequently, the single event
involving use of the largest mass of product might not result in the most conservative estimate of exposure over the lifetime
of an individual or on an annual basis. Therefore, the standard scenario selected to represent use of each product not only
involved use of a large quantity of product during a single event, but also represented a circumstance that was judged to be
likely to be repeated relatively frequently over the lifetime of the individual.” (from a US EPA report [43])

coated prill, respectively. SDA [78] reported the long-
prevalent RMM awareness within the detergent industry
about reducing exposure by changing or modifying the
product design.

5.3.7 Presenting and reviewing the results in
relation to uncertainty

In presenting the assessment results, a balanced and
impartial treatment of the information should be the goal,
with the key assumptions highlighted. The data sources
for these key assumptions need to be cited and any
adjustments in the data should be discussed. The range
of possible values for each exposure factor should be
discussed along with a recommended default value when
specific data relevant to the assessment of interest are not
available.

The strategy for selecting default values could
be to express them as a range, from a central value to
a high-end value of their distribution. Where statistical
distributions are known, the central value corresponds
to the mean and the high-end value corresponds to the
90th or 95th percentile. Where statistical data are not
available, judgement can be used to select central and
high-end values. The range of values is intended to
represent variations that occur across a population.

Characterization of the uncertainty will generally
include a qualitative discussion of the rationale used in
selecting specific scenarios. The discussion should allow
the reader to make an independent judgement about the
validity of the conclusions reached by the assessor, by
describing the uncertainty associated with any inferences,
extrapolations, and analogies used and the weight of
evidence that led the assessor to particular conclusions.

Some questions a reviewer or presenter of a consumer

exposure assessment should ask to avoid errors that could

either under or overestimate exposures are:

e Have unrealistically conservative exposure param-
eters been used in the scenarios? The exposure asses-
sor must conduct a reality check to ensure that the
exposure cases used in the scenario(s) (except bound-
ing estimates) could actually occur. Is the scenario
chosen also the worst case scenario? (see Box 5.2).

e Have exposures derived from “not detected” levels
been presented as actual exposures? For some
exposure assessments it may be appropriate to assume
that a chemical reported as not detected is present at
either the detection limit or one-half the detection
limit. The exposure estimates derived from these non
detected levels, however, should be clearly labelled as
hypothetical since they are based on the conservative
assumption that chemicals are present at or below the
detection limit, when, in fact, they may not be present
at all. Exposures, doses, or risks estimated from data
using substituting values of detection limits for “not
detected” samples must be reported as “less than” the
resulting exposure, dose, or risk estimate.

e Are the results presented with an appropriate number
of significant figures? The number of significant
figures should reflect the uncertainty of the numeric
estimate. If the likely range of the results spans
several orders of magnitude, then using more than
one significant figure implies more confidence in the
results than is warranted.

* Have the calculations been checked for computational
errors?

e Are the factors for intake rates, etc., used
appropriately? Exposure factors should be checked
to ensure that they correspond to the site or situation
being evaluated.
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e Have the data gaps been noted, and have the
uncertainties been adequately addressed? Exposure
assessment is an inexact science, and the confidence
in the results may vary tremendously. It is useful
to highlight key data gaps, and to include an
uncertainty assessment that places any uncertainties
in perspective.

e Have all important populations and subpopulations
been assessed, e.g., if children will use a product or
wear the clothing being assessed, are they included in
the exposure assessment?

e Would it be useful for risk assessment purposes
to consider performing an aggregate exposure
assessment that considers exposures to the substance
of interest from the different types of products that
a consumer might use, and possibly exposures to the
substance via outside air, residential water, food, etc.

e If Monte Carlo simulations were used, were
correlations among input distributions known and
properly accounted for? Is the maximum value
simulated by this method in fact a bounding estimate?
Was Monte Carlo simulation necessary? (A Monte
Carlo simulation randomly selects the values from
the input parameters to simulate an individual. If
data, e.g., from monitoring, already exist to show
the expected exposures for a range of individuals
covering the population or subpopulation being
assessed, it makes little sense to use Monte Carlo
simulation).

e The rationale for selection of any conceptual or
mathematical models that are used should be
discussed. This discussion should address the
verification and validation status of the models,
whether they have been shown to be appropriate for
use with the product and/or substance of interest, how
well they represent the situation being assessed (e.g.,
average versus high-end estimates), and any plausible
alternatives in models that might be available.

e In addition, although incomplete analysis is
essentially unquantifiable as a source of uncertainty,
it should not be ignored. As a minimum, the rationale
for excluding particular exposure scenarios should
be noted, along with noting whether these decisions
were made with a high, medium, or low level of
confidence.

54 OCCUPATIONAL EXPOSURE

54.1 Introduction

History

The hazards and risks presented by work have now
been studied and written about in Europe for almost
2000 years. In the 15th century, Agricola wrote about
the disease experienced by German mine workers and
surmized how this related to the working conditions
in the industry at the time [80]. Later, Ramazzini
described the diseases encountered in a variety of
rural and urban occupations in northern Italy [81]. But
even before then, references to diseases known to be
commonly encountered in certain trades and occupations,
particularly mining, can be found in the writings of
the ancient Greeks and Egyptians. However, it was not
until shortly after the start of the industrial revolution,
at the start of the 19th century, that the writings moved
from being collections of ad hoc personal observations
to studies based upon a more systematic assessment of
workplace risks. In the UK, concern over the impact
that working conditions in the fast developing textile
and coal mining industries were having on the general
health (and hence employability) of the population led
to the establishment of public commissions of enquiry
on textile mills (1831) and mines (1842). These not only
provided the first substantive evidence of the relationship
between work and disease, but also showed how the
intensity and frequency of exposure was inextricably
linked to the incidence and severity of disease.
Concurrently, early pioneers in the field of what is now
known as occupational medicine, used modern methods
of scientific enquiry to begin to describe the broader
relationship between work and health [82]. Indeed, one
of Thackrah’s aphorisms represents an early basis for the
conduct of the discipline: “In many of our occupations,
the injurious agents might be immediately removed
or diminished. Evils are suffered to exist, even when
the means of correction are known and early applied.
Thoughtlessness or apathy is the only obstacle to success.
But even where no adequate remedy immediately
presents itself, observation and discussion will rarely fail
to find one”.

The substantive and detrimental impact that
industrialization could have on the well-being of its
citizens inevitably led to regulatory intervention by
government. As early as 1802, the UK had legislated
on the working hours and conditions of “apprentices”
(children as young as 6 years old who were sent to work
in mills and factories). As a growing awareness of the
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risks presented by work was highlighted through the
increasing application of methods of scientific enquiry,
so the system of workplace health and safety regulation
developed and expanded, such that by the early 20th
century many European countries had a substantial body
of “factories” legislation [83]. This general awareness
was also reinforced and spread through the subject matter
of popular writers of the period [84-86].

By the start of the 20th century, a substantial
body of experience had begun to accumulate on the
hazards presented by different substances and the risks
experienced in different occupations. The experiences
ranged from the effectiveness of a variety of approaches
to reducing exposure to hazardous agents, to different
forms of regulatory intervention. For example, the 19th
century saw practical implementation of the principal
of substitution (white phosphorous in the match making
industry, white lead in paint production), as well as
the first writings on precautionary approaches to the
management of workplace risks [87].

The concern for workplace health and safety was
also a major consideration when the European Coal and
Steel Community (ECSC) was founded in 1951 under
the Treaty of Paris. Among its other aims, the ECSC
sought to “promote the improvement of the living and
working conditions of the labour force ... so as to make
possible the equalization of such conditions in an upward
direction”. These sentiments were similarly echoed in
the Treaty of Rome at the start of the process of creating
what is now the European Union. Indeed the European
Economic Community, introduced health and safety
legislation as early as 1962, although the basis of the
broad legislative framework (including the expectations
for the control of chemical risks) today originates in the
Health and Safety Framework Directive of 1980 [88].

The framework for workplace risk assessment and
management
As the industrial revolution developed, so too did the
understanding of the relationship between exposure and
disease. Within the mining industries of the UK and
Germany, in particular, studies were undertaken that
begun to quantitatively describe the relationship between
the magnitude of exposure and disease. Although such
studies focused on gross disease outcomes, they enabled
exposure levels to be identified that could then be used to
help describe “safe” working conditions. This work, in
turn, catalyzed the need to develop suitable atmospheric
sampling and analytical methods to monitor the levels of
key hazardous substances [89].

The process of identifying and managing workplace

risks thus gradually shifted from one entirely based on
observation and personal experience to one which also
incorporated science and regulatory standards. By the
1930’s, the process by which workplace risks could
be identified, evaluated and controlled was firmly
established [90]. However, despite these developments,
it was not until the 1940’s that any systematic attempt
was made to develop a comprehensive series of “safe”
workplace exposure limits for commonly encountered
hazardous agents [91]. Since then, a number of processes
for setting occupational exposure limits (OEL) have been
established, including that of the EU [92, 93, 94] and
those found at the Member State level. Today, OELs are
now available for most important commercial chemicals,
as well as other physical and biological hazards.

As a consequence, the process of risk assessment of
workplace health risks is undertaken within a developed
framework of guidance, including strategies for collecting
and evaluating information and data on exposures to
chemicals. There is an expectation of employers [95]
that hazards will be identified, evaluated and controlled
in a systematic and proactive manner that documents
findings and shares these with workers and regulatory
authorities. Because of the diversity of work, no single
process is identified or recommended that will fulfil the
expectation. Rather, it is envisaged that the level and
detail will be a function of the complexity of the work
process and activities, together with the magnitude of the
associated risks.

Today a range of information is available to help
employers meet their obligations, including a variety of
approaches to evaluating and managing risks. Although
these approaches can vary at Member State level, they
can generally be characterized as follows:

e All exposures, whatever the hazard, need to be
adequately controlled to manage risks.

e All health risks (chemical, physical, biological, etc.)
need to be evaluated in combination.

* The process of evaluation needs to be recorded.

e The level of detail required is a function of the risk
and the complexity of the work activity.

e The results need to be communicated to workers and
made available to regulatory agencies.

General guidance on the considerations that need to be

taken into account is invariably available at the Member

State level. Specific guidance on the general standards

expected to manage the risks is often available for

particular industrial sectors and particular work activities,

e.g., welding, painting, etc., or particular chemicals (or

classes of them). This guidance is often supplemented

by guidance from chemical suppliers and trade groups.
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Whilst the totality of this advice is comprehensive, it
is not readily accessible by smaller companies. More
recently, therefore, generic tools for evaluating risks have
been developed that aim to enable users of chemicals to
implement approaches that efficiently tier their resource
to target exposures of concern, including, in some
instances, the provision of tailored exposure control
advice [96-99]. Using a minimum of information, these
conservative tools combine generalized evaluations of
the hazard with exposure modelling to predict risk (as
well as delivering advice on risk management measures
commensurate with the risk level).

As a result, because of the effort and skill involved
in exposure sampling, the quantitative measurement of
workplace exposures is generally only undertaken when
risks might be considered elevated (for example, where
the risks might reasonably be expected to be one quarter
of the OEL) and/or where there is a need to demonstrate
the effectiveness of the implemented exposure controls.
The exception to this is in those Member States that
make exposure monitoring mandatory when workers are
exposed to defined chemicals (normally those exhibiting
carcinogenic or mutagenic properties). However,
when exposure monitoring is undertaken, there is
extensive guidance available on the necessary sampling
strategies, sampling techniques, analytical methods, the
interpretation of results and record keeping. Thus the
validity of workplace risk assessment can be confirmed
or rejected by reference to data deriving from actual or
near analogous situations.

Role of chemicals supply information

A fundamental requirement for any successful workplace
risk assessment is the ability to understand the hazards
of any chemical being handled. Although information
on chemical hazards and risks has been available for
decades, much of it through national factory and labour
inspectorates (as well as voluntarily provided through
trade organizations and individual companies), chemical
suppliers have not been formally required to provide
this until quite recently. From 1970, chemical suppliers
in Europe were required to label chemicals (but not
chemical preparations) using a standard system of
classification, including risk and safety phrases. However,
it was not until 1988 that this system was extended to
cover chemical preparations (which form the bulk of
marketed chemical products) and it has only been since
1991 that a safety data sheet has also had to be provided
to purchasers of chemicals.

At the same time as requiring the hazards of chemicals
to be communicated, regulation has also intervened to

prohibit or limit the supply of certain substances that
present particularly high risks. In the UK, legislation
prohibiting the use of specific chemicals in certain sectors
of industry can be traced back to the late 19th century
[87] but it was not until the 1960’s that total prohibitions
were introduced on certain carcinogenic substances
(and even later for asbestos). No concerted approach
to regulate the supply of chemicals at the European
level was made until the introduction of the Existing
Substances Regulation in 1993. This regulation [100],
in many respects a forerunner to REACH, requires that
the risks arising from the supply and use of chemicals
are evaluated in order to identify whether there is a need
to restrict their supply (via either legal measures or
voluntary action). Technical guidance that describes how
workplace risks are evaluated under the regulation has
been developed [1]. However, the amount of information
considered necessary to evaluate risk in the supply chain
is less than for workplace legislation: the former focuses
on the ‘macro’ risks affecting populations whilst the
latter requires examination of specific risks affecting
individuals at the enterprise level. One is not a substitute
for the other. The two, in tandem, serve to complement
one another [101], although somewhat counter-intuitively,
supply chain based assessment processes can often be
the more conservative of the two, because of the need
to ensure that the overall process delivers the minimum
false negatives for the overall population.

5.4.2 The workplace exposure scenario

In risk assessments carried out under health and safety
legislation, the term “exposure scenario” (ES) has
commonly been used to describe the particular situation
that is the focus of the risk assessment. This may vary
from a general assessment of the use of a chemical in
an industry sector or activity, to one that is specific to a
workplace. According to the OECD/IPCS definition [3],
the scenario would tend to include consideration of all
key variables that affect the risk (including non-chemical
hazards and measures in-place to control such risks).
This contrasts with the definition under REACH which
describes a control strategy for substances, giving realistic
operational conditions for manufacture of a substance or
identified use(s) of a substance, a group of substances or
a preparation (Box 5.1). The REACH exposure scenario
prescribes appropriate measures that serve to effectively
manage health, environmental and safety risks from the
chemical during its manufacture or use for a given set
of operational conditions. The appropriateness of these
measures for a specific workplace can vary, however. For
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local reasons, the measures identified may be invalid and
equivalent or better approaches available. Thus there is a
need to use the information contained within the REACH
exposure scenario as one information source when
determining (and documenting) the adequacy of worker
health protection strategies in the workplace.

It should be further noted that in workplace exposure
assessments, special consideration is not generally
given to vulnerable groups. The assumption is made
that children and elderly people do not form part of
the workforce. A further assumption made is that the
requirements for pre-employment medical examinations
and routine health surveillance serve to manage the
“additional concerns” represented by sensitive working
groups, such as asthmatics on medication. As such,
acceptable workplace exposure levels are not generally
determined by the vulnerability of the workers. The
exception to this rule, however, is in the case of reprotoxic
and teratogenic risks when particular consideration needs
to be given to pre, in utero and post-natal exposures but
where specific European legislation to manage such risks
has only existed since 1992 [98].

Exposure emissions, sources and models
Exposures at work are invariably and simultaneously
to several hazardous agents that extend beyond just
chemical substances. These agents can be grouped into
sources that principally derive from the task, such as
chemicals, physical stresses (radiation, noise), biological
agents (bacteria, proteins) and those that have a wider
origin in terms of how the work itself is organized
(ergonomic and psychological stresses). As such, these
exposures with the most health significance could be
derived from chemical substances that are not covered
by REACH (such as those produced in small amounts,
used as agrochemicals or pharmaceuticals, or handled
as intermediates) but they are often of a non-chemical
origin. Moreover, exposure to chemicals is seldom to the
single substance. More usually, exposure is to several
substances, arising either from the chemicals being used
or from chemicals that are formed from the production
processes, e.g., rubber fumes, welding fumes. Workplace
exposure assessments under the EU Health and Safety
Framework Directive therefore need to take into account
all the chemicals which a worker is likely to be exposed
to, as well as all other co-stresses. Exposure assessments
under REACH only examine the scenarios presented by
the use of the registerable substance.

There are a large number of variables that contribute
to the nature and magnitude of workplace exposures.
However not all determinants have a similar weight in

their influence on exposure. For example, although the
temperature in a room may be relevant for the evaporation
of volatile materials, it is generally not considered to
be a major determinant. On the other hand, whether or
not an installation using volatile substances is enclosed
is a major determinant that cannot be disregarded. A
further consideration is that not all determinants are
easily assessed and therefore may only be theoretically
useful in the process of exposure assessment, e.g., the
roughness of surfaces may affect dermal exposure, but
its influence can hardly be evaluated in a risk assessment
process. More recently, work has been undertaken that
allows exposure determinants to be clustered, generally
for specific types of work (e.g., spray painting) or
specific forms of exposure (e.g., dermal exposure). These
allow the number of exposure determinants for any
scenario to be reduced to the principal components. They
also enable exposure scenarios to be grouped by similar
determinants. These developments now form the basis of
what are now termed generic exposure/risk assessment
and management approaches [98] which form the basis
for a number of such tools for advising on workplace
exposure assessment and control.

Exposure is caused by and results from a sequence
of steps. Briefly it can be described as: emission,
transmission, imission and exposure. Although authors
have attempted to describe these and the empirical
nature of their relationships in order to provide a better
understanding for modelling workplace exposures [103,
104], because the number of determinants is so large, and
the fact that many of the relationships are not constant,
no single model has been developed that can reliably
predict workplace exposures. Rather, workplace exposure
modelling has developed in a somewhat piecemeal
manner. Single models are available which do appear
to be reasonably accurate, but they are only applicable
within a narrow domain of use, usually just a specific
process. At the same time, other less accurate models
are available that offer (in most instances) conservative
predictions of actual exposures (and, again, within a
defined domain). The most well-known example of the
general model is EASE [105].

It is therefore possible to determine workplace
exposures by sampling, through the use of data from
analogous activities, or the use of suitable models. The
preferred basis for any evaluation is actual data for the
specific scenario, although this is seldom undertaken on
a routine basis in practice. More frequently, use is made
of relevant data obtained from the use of the substance
(or other substances with similar physicochemical
properties) in comparable circumstances to the one
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Table 5.5. Strengths and weakness of exposure prediction approaches.

Data Type Advantage Disadvantages
Measured data * True picture of actual exposures » Can be expensive to undertake properly
» The “gold standard’ for regulatory comparisons * Representative sampling substantially increases
e Provides most accurate personal exposure costs
estimates * Requires access to skill resources
* Demonstrates the effectiveness of exposure ¢ Data remains valid only as long as working
controls (especially concerning substances of high conditions remain unchanged
concern) » If sampling strategy unrepresentative, may deliver
false negatives
Analogous data e Accurate picture of exposure provided read across ¢ Requires expert judgement if reliable read across to
based on representative data be executed
e Ability to fill gaps quickly (and reliably) and < Read across invariably an approximation of true
target where sampling may be critical exposures
e Ability to quickly evaluate the impact of key
control strategies, e.g. substitution
Modelled data * The least costly option * Available models often not extensively validated

» Can be applied to a range of situations (actual and ¢ Limited number of models available

potential)
» Useful as a screening/targeting tool

e Ability to quickly evaluate impact of some

exposure control strategies, e.g.

ventilation

* Models not always easy to understand or operate
* Models invariably conservative in their predictions
(high false positive rates)

extract ¢ Only provides grouped and not personal exposure

estimates

under study. Moreover, as improved exposure models
become available, increasing use is also being made
of these. Each approach to exposure prediction has its
own strengths and weaknesses (which are summarized
in Table 5.5) and none of them is perfect. Because of
this, it is worth combining all available data to develop
weight-of-evidence-like exposure assessments. However
in doing this, the differences in data quality and the
consequences that this has in terms of the certainty of
the prediction, also need to be taken into account. The
available data needs to be evaluated within a comparative
data framework if consistent assessments are to be
created across different substances and types of exposure
[106, 107].

Routes and patterns of exposure

Substances in the workplace may enter the body
via inhalation, by passing through the skin (dermal
exposure), via ingestion or, in certain cases, by direct
inoculation. For chemicals, the two most important
routes are inhalation and dermal exposure. Within the
workplace, exposure is usually described in relation
to “external exposure”. This is most often defined as
the amount inhaled (as represented by the airborne

concentration of the substance in the breathing zone of a
worker) and/or the amount in contact with the skin. The
process for workplace risk assessment does not usually
refer to “exposure” as the concentrations of a chemical
within the body (apart from the specific case of data
obtained from biological monitoring).

Exposure can be considered as the result of a single
event; a series of repeated events; or from a continuous
exposure source. Therefore, as well as estimating of
the level of exposure, the assessor needs to address
other parameters such as the duration and frequency of
exposure and the numbers of the exposed workforce. It
is also appropriate to consider the effect that exposures
determined by the tasks that comprise any job have on
the overall exposure of the worker. This is particularly so
for acute effects.

Inhalation exposure

Exposure by inhalation is expressed as the concentration
of the substance in the breathing zone atmosphere
and is usually presented as an average concentration
over a reference period, e.g., 8 hours for a full shift. If
the substance of concern has acute health effects or
if exposure is of intermittent and short duration, then
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there may also be interest in evaluating exposure over
shorter periods. One convention in these circumstances
is to assess exposure as a time-weighted average over
15 minutes. The assessment can also be based on
exposure during specific tasks which have to be carried
out. Information on peak exposures can be important
for assessing acute effects, however, measurement of
these types of exposures is often difficult to undertake in
practice.

Dermal exposure

Although the main route of exposure for most substances

is by inhalation, some substances may have the ability to

penetrate intact skin and be absorbed into the body. Two
terms can be used to describe dermal exposure:

e Potential dermal exposure is an estimate of the
amount of contaminant landing on the outside of
work clothing and on the exposed surface of the skin
and is usually described by the sum of the exposure
estimates for the affected body parts.

e Actual dermal exposure is an estimate of the amount
of contamination actually reaching the skin. It is
mediated by the efficiency and effectiveness of
clothing garments and programmes to minimize the
transfer of contamination from work wear to the
skin.

Although actual dermal exposure is the most accurate
determinant of likely dermal risks, potential dermal
exposure is the most frequently used indicator within the
risk assessment process, as it is the easiest to measure.
Absorption through the skin can result from localized
contamination, e.g. from a splash on the skin or clothing,
or in some cases from exposure to high air concentrations
of vapour. Dermal exposure can be influenced by the
amount and concentration of the substance, the area
of skin exposure and the duration and frequency of
exposure.

Although there is agreement that dermal exposure
should be expressed in terms of the mass of contaminant
per unit surface area of the skin exposed, at present,
there is no consensus on how dermal exposure is either
best measured or assessed. Although the determinants
of dermal exposure are similar to those for inhalation
exposures [99], they have not been characterized to the
same degree as inhalation determinants, and particularly
so for the use of chemicals in general industry. Therefore,
while models to predict dermal exposure have been
developed [108], they are only generally applicable
within a narrow domain of use. Much research is
now being directed at improving the basis by which
occupational dermal exposures and risks can be reliably

evaluated. The recently completed EU RiskOfDerm
project [109] developed a tool that aims to help chemical
users in this respect [110], although the basis for its
validation is still limited.

Ingestion exposure

The consideration of ingestion as a route of exposure

is usually confined to those substances that accumulate

within the body or which have serious, acute effects.

There are no accepted methods for quantifying oral

exposure. Rather, any potential risk is controlled by the

adoption of good hygiene practices such as segregating
working and eating facilities and adequate washing
prior to eating. These matters are normally dealt with
as general welfare provisions in national health and
safety legislation and ingestion exposure is therefore
not normally considered further in the assessment of
workplace exposure at the chemicals supply level.

However, the potential for exposure via ingestion should

be borne in mind when considering uncertainties in the

exposure assessment as a whole.

5.4.3 The process for exposure assessment

Workplaces are dynamic environments and are constantly

changing. New substances or products may be used from

time to time, new processes introduced and workers
will be engaged, leave or tackle new jobs. Exposures
therefore alter over the course of time and, while an
exposure assessment may be sufficient to account for
some amount of variation, its conclusions need to be re-
affirmed on a regular basis. It is generally recommended

that workplace risk assessments are reviewed every 3-

5 years unless other substantive developments occur in

the meantime, when the assessment should be reviewed

straightaway.

Because of the scope of uses and risks, a strategic
and systematic approach to evaluating risks is required
to ensure that resources are targeted at those scenarios
most likely to present the most concern. The processes
for evaluation are generally of two types.

1. The first collects all relevant information on
exposure determinants and then uses this to predict
exposure for the scenario. The approach includes the
collection of measured exposure data. The predicted
exposure is then compared to some reference value
(such as an occupational exposure limit) in order to
determine the magnitude of the risk and the need for
any exposure controls. This approach is empirically-
driven and is the one that has been traditionally taken
in established industry. As such, there is extensive
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guidance available to describe it [111-113] and assist
in its execution.

2. The second approach examines the nature of the
control measures that are in place for a particular
workplace situation and then compares these to
measures known to provide satisfactorily control risks
for the scenario in question. The “acceptable standard”
is a combination of exposure controls known to offer
an acceptable level of risk management (so-called
“generic controls”). The “standard” may be specific
to a substance but is more often “banded” for similar
categories of substances. The approach is not driven
by exposure measurements, but by the collection of
relevant exposure information. For this reason, it is
generally considered to be most suitable for adoption
by smaller organizations that do not have ready
access to the skilled technical resources required
to implement data-driven approaches [96,114]. A
similar approach is to compare the controls that are
in place with those that are generally considered to
constitute a good (or best) practice for that sector/
activity. The Stoffenmanager tool [115] is based on
such an approach.

Despite the above differences, it is increasingly accepted
that the most efficient practice is to combine the benefits
of both processes in a single strategy that uses the
generic approach as a ready, conservative screening
method to identify potential scenarios of concern that can
then be evaluated in a more targeted manner at a more
fundamental level (Figure 5.5). A preliminary screening
method (based on general surrogates of industrial
exposure and hazard, and termed Tier O in Figure 5.5) has
been advocated for the prioritization of supply chain risks.
While this may be useful to help inform regulatory bodies,
it is too crude an approach to be reliably applied at the
workplace level. Such a strategy will be more accessible
for smaller enterprises (and worker representatives),
based on information that is generally already available
through chemical suppliers. It has the additional benefit
of delivering practical advice which will help to improve
working conditions [116]. Thus, rather than immediately
collecting the detailed information demanded by
empirical approaches, a tiered strategy can be adopted
which prioritizes specific information needs and allows
for iteration within the process prior to the steps of
increasing sensitivity; improving efficiency; and ensuring
resources are targeted to the most relevant determinants.
Such an integrated approach to workplace exposure and
risk evaluation is also envisaged under REACH (and is
summarized in Table 5.6).

5.4.4 Exposure and risk management measures
One of the major determinants of exposure is the
effectiveness of the measures in place at a workplace
that are intended to control an individual’s exposure
to hazardous substances. These measures fall into
two types: hardware controls and software controls.
“Hardware” describes measures that are engineered
into the work process and which are specifically there
to reduce or control exposure and whose effectiveness
is not directly dependent upon their use by a worker.
For inhalation exposures, different forms of extraction
ventilation are the most commonly used form of
hardware. But such controls would also extend to
measures intended to separate workers from hazardous
areas or automated or interlocked controls. “Software”
describes the management practices and other procedural
controls intended to control exposure and manage risks.
Software measures are by far the most numerous forms
of control. These embrace the various management
systems and procedures implemented to ensure health
and safety and cover aspects such as worker training,
hazard communication, maintenance of hardware, worker
health surveillance, audits, etc. Because they depend on
human intervention, they only remain effective for as
long as any procedures are followed. Accordingly, the
use of personal protective equipment (PPE) falls within
the category of “software”.

Because hardware measures are both the most reliable
form of exposure control and, in many instances, the
most effective, much guidance is available describing
the types available, their design and how they can most
appropriately be applied [117, 118]. The guidance reflects
the general hierarchy of preferences that have historically
been applied in the selection of control measures and
which is now embodied in EU regulation [119]. More
recently, the focus on health and safety standards
in smaller enterprises has highlighted the need for
alternative approaches that enable readily implementable,
cost effective solutions to be made available to the
sector, without the need for access to skilled resources
[120,121]. This has lead to the development of tools that
identify a package of control solutions (incorporating
both hardware and software) depending on the
circumstances in which a chemical is used [122, 123].
Compared to historical guidance that has mainly focused
on empirical approaches to risk assessment, the major
advantage of these tools is the fact that they provide an
output that defines the package of controls necessary to
adequately manage the risk. The most notable example is
the COSHH Essentials approach [97].
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Figure 5.5. An integral strategy for the determination of workplace risks.
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Table 5.6. Exposure information demands for workers.

Stage Necessary Exposure Available Workplace Tools Role of Measured Data
Determinants (Workers)
Tier 0 e Main use category * ECETOC TRA Tier 0 Not required - estimates of

(Only relevant for supply
chain prioritization.

No role for reliable
workplace exposure
assessment.)

Tier 1

Tier 2

Tier 3
(Authorization and
restriction)

e Basic wuse description for
industrial and professional
uses

Significant exposure routes

Pattern of exposure

 Physical state of the substance
e Physical state of the product
handled
dermal exposure)

(specifically  for

e Vapour pressure (for liquids)

e “Dustiness” (for solids)

e Presence or absence of local
exhaust ventilation (LEV)
Duration of activity

e Description of the “exposure
process”, covering factors such
as:

o energy exerted on the
substance or product

o surface area of source in
contact with air

o very limited amounts

handled

Percentage of a substance in a

preparation

* Amount of substance used or
use rate

e Type and size of packaging

e General “exposure control

level” in the relevant industry

Viscosity of product used (for
dermal exposure)

Likely expectation that detail of
ES relates to:

¢ Several other determinants may
be relevant for more specific
assessments and scenarios

e VCI Exposure Categories
e UIC DT 63 and 80
¢ SOMS Quick scan

e ECETOC TRA Tierl

* EASE

e COSHH Essentials

* UEC
German agencies

concept of the

¢ CEMAS

¢ Stoffenmanager

¢ RISKOFDERM toolkit

e EPA ChemSteer software
suite

¢ JILO Chemical Control
Toolkit
e CIA Safe Handling of
Colorants

e Workplace specific CAD
assessments

exposure are descriptive rather
than quantified. Annex IV.6 now
defines basic information needs

Limited - RA based on models.
Data grouped at a sector/ES
level could also be used to refine
generic model estimates

Desirable - real data will reduce
uncertainty especially for ESs
with low PE/DNEL ratio, i.e.,
would be advisable for ESs
where

restriction/  improved

RRM are an option

Critical - real data likely to
be necessary to demonstrate
satisfactory performance of RRM
(including possible role of health
surveillance and biomonitoring)

The effectiveness of exposure control measures varies
substantially. It is affected by the measures themselves,
where (and how) they have been installed, and loss
of efficiency over the course of time. This demands
that suitable measures are applied in the workplace
which both demonstrate their effectiveness at the time

of introduction, and ensure satisfactory performance
over the course of time. In this latter respect, personal
protective equipment where the actual performance
delivered is often substantially less than that cited
by equipment manufacturers and suppliers, requires
particular attention [124,125].
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Higher tier exposure assessment

Although most uses of chemical substances should
not present a significant risk to health, some activities
can and do. In such circumstances, additional levels
of risk control are appropriate. In Europe, additional
legislative measures apply when workplace exposures
to carcinogenic and mutagenic substances [126]
occur. Enhanced levels of exposure control and risk
management are also applied to some reprotoxic
substances [102]. In such circumstances, EU practice
asks two questions: firstly, is the use of the substance
necessary or could it be replaced with another (safer)
material (the principle of “substitution”)? Secondly, if
the substance cannot be substituted, then exposure to
it should be reduced to as low a level as is practicable
through the use of hardware controls. Apart from efforts
to reduce exposure, additional attention is also expected
to be given to the management systems (‘“‘software”)
necessary to ensure exposures remain acceptably low.
Such measures include specific worker education and
training; routine monitoring of personal exposures to
chemicals (where appropriate, supported by biological
monitoring); increased frequency of maintenance; and
regular health surveillance of those at risk.

Under REACH, similar considerations apply. For
those substances which are sufficiently hazardous to
require authorization, the effectiveness of the measures
considered (by the manufacturer/importer) to be sufficient
to manage the risk will need to be demonstrated. In most
cases this implies that suitable detailed information
demonstrating the effectiveness of the risk management
measures for key exposure scenarios will be available.
This will generally need to be supported by quantitative
data. Similar considerations may be expected to apply to
the use of non-authorizable substances where the risks
are elevated to such a degree that restriction of their use
appears to be the most advisable course of action.

5.4.5 Discussion

Workplace exposure assessment under REACH is a less
sensitive and less robust process than that established
under EU workplace health and safety legislation. Most
notably, because it only examines the risks presented
from exposure to a specific supplied chemical, whereas
the true nature of workplace risk is much broader and
more complex than this. The REACH process is less
sensitive for a number of reasons. Most importantly,
the REACH CSA is intended to identify “macro level”
issues that are best managed through the regulation of
the supply chain, i.e., via restrictions, classification and

labelling, and improved communication, via the safety
data sheet.

Risk assessments undertaken by chemical suppliers
(although essential in helping to inform the extent to
which regulatory intervention may be advisable at the
supply level, or where voluntary measures may be
appropriate at the supplier level) are therefore unlikely
to provide sufficiently accurate and detailed information
to serve as a substitute for employer health and safety
requirements. However, the process by which exposure
scenarios (including their associated recommended risk
management measures) are communicated will improve
downstream users’ access to relevant information on
the safe use of the chemicals they purchase and, as a
consequence, help to improve their ability to assess and
manage risks at the downstream user level.

5.5 FURTHER READING

1. Whitmyre GK, Driver JH, Hakkinen PJ. 1997.
Assessment of residential exposures to chemicals. In:
Molak V, ed. Fundamentals of risk analysis and risk
management. CRC Lewis Publishers, Boca Raton, FL.

2. Whitmyre G, Dang W, Driver J, Eberhart M, Fell L,
Hakkinen PJ, Jayjock M, Kennedy P, Osimitz T. 2001.
Consumer products and related sources. In: Baker
S, Driver J, McCallum D, eds. Residential Exposure
Assessment. A Sourcebook. Kluwer Academic/Plenum
Publishers, New York, NY, pages 201-244.

3. European Centre for Ecotoxicology and Toxicology of
Chemicals. 2004. Targeted Risk Assessment. Technical
Report No. 93, ECETOC, Brussels, Belgium.

4. Money C. 2003. European approaches in the development
of approaches for the successful control of workplace
health risks. Ann Occup Hyg 47:533-540.

5. European Chemicals Bureau. 2007. Technical guidance
document on preparing the chemical safety report
under REACH. REACH Implementation Project 3.2.
Report prepared by CEFIC, RIVM, the Federal Institute
for Risk Assessment (BfR), Federal Institute for
Occupational Safety and Health (BAuA), Okopol, DHI
Water & Environment and TNO Chemistry. European
Commission, Joint Research Centre, Ispra, Italy (http://
ecb.jrc.it/REACHY/). (In preparation).

REFERENCES

1. Commission of the European Communities. 2003.
Technical Guidance Document in support of Commission
Directive 93/67/EEC on risk assessment for new notified
substances. Commission Regulation (EC) No. 1488/94



222

Human exposure assessment

on risk assessment for existing substances and Directive
98/8/EC of the European Parliament and of the Council
concerning the placing of biocidal products on the
market. Joint Research Centre, European Chemicals
Bureau, Brussels, Belgium.

Commission of the European Communities. 2006.
Regulation (EC) No. 1907/2006 of the European
Parliament and of the Council of 18 December 2006
concerning the Registration, Evaluation, Authorisation
and Restriction of Chemicals (REACH), establishing
a European Chemicals Agency, amending Directive
1999/45/EC and repealing Council Regulation (EEC) No.
793/93 and Commission Regulation (EC) No. 1488/94 as
well as Council Directive 76/769/EEC and Commission
Directives 91/155/EEC, 93/67/EEC, 93/105/EC and
2000/21/EC. Off J Eur Union L 396/1 of 30.12.2006.
Organization for Economic Co-operation and Develop-
ment. 2003. Description of selected key generic terms
used in chemical hazard/risk assessment. Joint project
with the international programme on chemical safety
(IPCS) on the harmonization of hazard/risk assessment
terminology. OECD Environment, Health and Safety
Publications. Series on Testing and Assessment 44.
OECD, Paris, France.

Commission of the European Communities. 2004.
European Union System for the Evaluation of Substances
2.0 (EUSES 2.0). Prepared for the European Chemicals
Bureau by the National Institute for Public Health and
the Environment (RIVM), Bilthoven, The Netherlands.
Available from European Chemicals Bureau, http://ecb.
jre.it.

McKone TE.1993. CalTOX, A multimedia total exposure
model for hazardous-waste sites UCRL-CR-111456PtI-
IV. US Department of Energy, Lawrence Livermore
National Laboratory,
Washington, DC.
Czub G, McLachlan MS. 2004. A food chain model to
predict the levels of lipophilic organic contaminants in
humans. Environ Toxicol Chem 23 (10):2356-2366.

US Environmental Protection Agency. 2006. Exposure

Government Printing Office,

and Fate Assessment, Screening Tool (E-FAST) Version
2.0 Documentation Manual. US EPA, Office of Pollution
Prevention and Toxics, Exposure Assessment Branch,
Washington, DC.

UMS, 1993. Umweltmedizinische Beurteilung der
Exposition des Menschen durch altlastbedingte
Schadstoffe (UMS) Anslussbericht “Weiterentwicklung
und

Erbrobung des Bewertungsmodells  zur

Gefahrenbeurteilung  bei  Altlasten” von  der
Arbeitsgemeinschaft Fresenius Consult GmbH und

focon-Ingenieurgesellschaft mbH  F&E-Vorhaben

16.

17.

18.

19.

20.

21.

10340107 [in German].

Slob W, Bakker MI. 2004. Probabilistic calculation of
intake of substances via incidentally consumed food
products. Supplement to the handbook for modelling of
intake of substances via food. RIVM report 320103003.
National Institute for Public Health and the Environment
(RIVM), Bilthoven, The Netherlands.

GG, Bromilow RH, Evans AA. 1982.
Relationships between lipophilicity and root uptake and

Briggs

translocation of non-ionised chemicals by barley. Pestic.
Sci. 13:495-504.

Trapp S., Matthies M. 1995. Generic one-compartment
model for uptake of organic chemicals by foliar
vegetation. Environl Sci Technol 29: 2333-2338. Erratum
vol. 30:360.

Smith KEC, Jones KC. 2000. Particles and vegetation:
implications for the transfer of particle-bound organic
contaminants to vegetation. Sci Total Environ 246:207-
236.

Sheppard SC, Evenden WG. 1992. Contaminant
enrichment of sparingly soluble contaminants (U, Th and
Pb) by erosion and by soil adhesion to plants and skin.
Environ Geochem Health 14:121-131.

Trapp S, Matthies M.
environmental modeling. An introduction. Springer-
Verlag, Berlin Heidelberg New York 1998. ISBN 3-540-
63096-1.

Rikken MGIJ, Lijzen JPA, Cornelese AA. 2001.
Evaluation of model concepts on human exposure.

1998. Chemodynamics and

Proposals for updating the most relevant exposure
routes of CSOIL. RIVM report 711701022. National
Institute for Public Health and the Environment (RIVM)),
Bilthoven, The Netherlands.

Veith GD, DeFoe DL, Bergstedt BV. 1979. Measuring
and estimating the bioconcentration factor of chemicals
in fish. J. Fish Res. Board Can. 36:1040-1048.

Bintein S, Devillers J, Karcher W. 1993. Nonlinear
dependence of fish bioconcentration on n-octanol/water
partition coefficient. SAR QSAR Environ Res 1(1):29-39.
Devillers J, Domine D, Bintein S, Karcher W. 1998. Fish
bioconcentration modeling with log P. Toxicol Methods
8(1):1-10.

Connell DW, Hawker DW. 1988. Use of polynomial
expressions to describe the bioconcentration of
hydrophobic chemicals by fish. Ecotoxicol Environ
Safety 16(3):242-257.

Thomann RV. 1989. Bioaccumulation model of organic
chemical distribution in aquatic food chains. Environ Sci
Technol 23(6):699-707.

Thomann RV, Connolly JP, Parkerton TE. 1992. An
equilibrium model of organic chemical accumulation in



References

223

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

aquatic food webs with sediment interaction. Environ
Toxicol Chem 11:615-629.

Gobas FAPC.
the mechanism of biomagnification and food chain

1993. Gastrointestinal magnification:

accumulation of organic chemicals. Environ Sci Technol
27(13):2855-63.

Campfens J, Mackay D. 1997. Fugacity-based model of
PCB bioaccumulation in complex aquatic food webs.
Environ Sci Technol 31 (2):577-583.

Czub G, McLachlan MS. 2003. A food chain model to
predict the levels of lipophilic organic contaminants in
humans. Environ Toxicol Chem 23(10):2356-2366.
Kelly BC, Gobas APC, McLachlan MS. 2004. Intestinal
absorption and biomagnification of organic contaminants
in fish, wildlife and humans. Environ Toxicol Chem
23(10):2324-2336.

Hrubec J, Toet C. 1992. Predictability of the removal
of organic compounds by drinking-water treatment.
RIVM report 714301007. National Institute for Public
Health and the Environment (RIVM), Bilthoven, The
Netherlands.

Rikken MG]J, Lijzen JPA. 2004. Update of risk
assessment models for the indirect human exposure.
RIVM report 601516011/2004. National Institute for
Public Health and the Environment (RIVM), Bilthoven,
The Netherlands.

Vonk MW. 1985. Permeatie van organische verbindingen
door leidingmaterialen. mededeling nr 85, KIWA,
Nieuwegein [in Dutch].

Vonk MW. 1985. Permeatie van organische verbindingen
door leidingmaterialen. H,0 18:529-538 [in Dutch].
Heijden BG van der. 1985. Enkele ervaringen met
de permeatie van organische stoffen door kunststof
drinkwaterleidingen. H,0 18, nr. 5:88-95 [in Dutch].
Travis CC, Arms AD. 1988. Bioconcentration of organics
in beef, milk and vegetation. Environ Sci Technol 22:271-
274.

Kenaga EE. 1990. Correlation of bioconcentration factors
of chemicals in aquatic and terrestrial organisms with
their physical and chemical properties. J Am Soc 14:553-
556.

Dowdy DL, McKone TE, Hsieh PH. 1996. Prediction
of Chemical Biotransfer of Organic Chemicals from
Cattle Diet into Beef and Milk Using the Molecular
Connectivity Index. Environ Sci Technol 30(3): 984-989.
McLachlan MS. 1994. Model of the Fate of Hydrophobic
Contaminants in Cows. Environ Sci Technol 28(13):2407-
2414.

Rosenbaum R. 2006 Multimedia and food chain
modelling of toxics for comparative risk and life cycle

impact assessment. Ecole Polytechnique Fédérale,

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

Lausanne, Switzerland.

Derks HIGM, Berende PLM, Olling M, Everts H,
Liem AKD
polychlorinated dibenzo-p-dioxins (PCDDs) and furans
(PCDFs) in cows. Chemosphere 28 (4):711-715.

Freijer JI, van Eijkeren JHC, Sips AJAM. 1999. Model
for Estimating Initial Burden and Daily Absorption

1994. Pharmacokinetic modeling of

of Lipophylic Contaminants in Cattle. RIVM report
643810005. National Institute for Public Health and the
Environment (RIVM), Bilthoven, The Netherlands.
Eijkeren JCH van, Jager DT, Sips AJAM. 1998. Generic
PBPK-modelling of lipophilic contaminants in the cow.
RIVM report 679102042. National Institute for Public
Health and the Environment (RIVM), Bilthoven, The
Netherlands.

Schwartz S, Berding V, Trapp S, Matthies M. 1998.
Quality Criteria for environmental Risk Assessment
Software - Using the Example of EUSES. Environ Sci
Pollut Res 5:217-222.

European Centre for Ecotoxicology and Toxicology
of Chemicals. 1994. Assessment of non-occupational
Exposure to chemicals. Technical Report No. 58.
ECETOC, Brussels, Belgium.

Hendricks MH. 1970. Measurement of enzyme laundry
product dust levels and characteristics in consumer use. J
Am Oil Chem Soc 47(6):207-211.

Becker D. 1979. Methodology for Estimating Direct
Exposure to New Chemical Substances. Office of Toxic
Substances, US Environmental Protection Agency,
Washington, DC.

Versar Inc. 1986. Standard scenarios for estimating

exposure to chemical substances during use of
consumer products. Volumes I and II. Prepared
for US  Environmental Protection  Agency.

(http://www.epa.gov/opptintr/exposure/docs/Versar_
1986_Standard_Scenarios Volume_I.pdf and http://www.
epa.gov/opptintr/exposure/docs/Versar_1986_Standard_
Scenarios_Volume_II.pdf)

US Environmental Protection Agency. 1987. National
usage survey of household cleaning products. Westat,
Rockville, Maryland. Prepared for USEPA,
Exposure Evaluation Division, Office of Toxic
Substances, Office of Pesticides and Toxic Substances,
Washington, DC, USA Contract Number 68-02-4243.
(http://www.epa.gov/opptintr/exposure/docs/Westat_
1987a_Household_Cleaning_Products.pdf).

US Environmental Protection Agency. 1987. Household

Inc.,

solvent products. A national usage survey. Westat, Inc.,
Rockville, Maryland. Prepared for USEPA, Exposure
Evaluation Division, Office of Toxic Substances, Office
of Pesticides and Toxic Substances, Washington, DC,



224

Human exposure assessment

46.

47.

48.

49.

50.

51.

52.

53.

USA. Contract Number 68-02-4243.
(http://www.epa.gov/opptintr/exposure/docs/Westat_
1987b_Household_Solvent_Products.pdf)

US Environmental Protection Agency. 1987. Methods
for Assessing Exposure to Chemical
Methods  for
Exposure to Chemical Substances. USEPA, Exposure

Substances,
Volume 7. Assessing  Consumer
Evaluation Division, Office of Toxic Substances,
Office of Pesticides and Toxic Substances, Washington
DC, USA. EPA Contract 68-02-3968.
(http://www.epa.gov/opptintr/exposure/docs/USEPA _
1987c_Methods_for_Assessing_Exposure_Volume_
7.pdf)

US Environmental Protection Agency. 1990. Exposure
Factors Handbook. US-EPA, Washington, DC.
(EPA/600/8-89/043)(http://risk.Isd.ornl.gov/homepage/
EFH_1989_EPA600889043.pdf).

US  Environmental Protection Agency. 1997.
Exposure Factors Handbook. EPA No.
600C99001. US EPA, National Service Center

for Environmental Publications, Cincinnati.
(http://cfpub.epa.gov/ncea/cfm/recordisplay.cfm?deid=1

2464&CFID=404517&CF).

Organization for Economic Co-operation and
Development. 1993. Occupational and consumer
exposure  assessments. OECD  Environmental

Monographs No. 70. OECD, Paris, France.

Commission of the European Communities. 1992.
Council Directive 92/32/EEC of 30 April 1992 amending
for the seventh time Directive 67/548/EEC on the
approximation of the laws, regulations and administrative
provisions relating to the classification, packaging and
labelling of dangerous substances OJEC L 154, 5.6.1992,
p- 1-29

Commission of the European Communities. 1994.
Commission Regulation (EC) No. 1488/94 of 28 June
1994 laying down the principles for assessment of risks
to man and to the environment of existing substances in
accordance with Council Regulation (EEC) No. 793/93.
OJECL 161.

Commission of the European Communities. 1996.
Technical Guidance document in support of commission
directive 93/67/EEC on risk assessment for new notified
substances and commission regulation (EC) No. 1488/94
on risk assessment for existing substances. Part 1.
Brussels, Belgium.

International Programme on Chemical Safety. Principles
for the Assessment of Risks to Human Health from
Exposure to Chemicals. IPCS, World Health Organization,
Geneva, Switzerland. Environmental Health Criteria 210.
http://www.inchem.org/documents/ehc/ehc/ehc210.htm#

54.

55.

56.

57.

58.

59.

60.

61.

62.
63.
64.
65.
66.
67.
68.

69.
70.
71.

72.
73.

SubSectionNumber:5.5.3.

Vermeire TG, van der Poel P, van de Laar RTH,
Roelfzema H. 1993. Estimation of consumer exposure
to chemicals: application of simple models. Sci Total
Environ 136:155-176.

Van Veen MP. 1996. Een datamodel
blootstellingsanalyse van consumentenproducten [A

voor een

Data Model for an Exposure Assessment Database
for Consumer Products]. RIVM. Report 612810004.
National Institute for Public Health and the Environment
(RIVM), Bilthoven, The Netherlands.

Kovacs DC, Small MJ, Davidson CI, Fischoff B. 1997.
Behavioral factors affecting exposure potential for
household cleaning products.
Epidemiol 7:505-520.

Baker S, Driver J, McCallum D, eds. 2001. Residential
exposure assessment. A sourcebook. Kluwer Academic/
Plenum Publishers, New York, NY. ISBN 0-306-46517-
5.

Riley DM, Small MJ, Fischhoff B. 2000. Modeling
methylene chloride exposure-reduction options for

J Exp Anal Environ

home paint stripper users. J Exp Anal Environ Epidemiol
10:240-250.

Riley DM, Fischhoff B, Small M, Fischbeck P. 2001.
Evaluating the effectiveness of risk-reduction strategies
for consumer chemical products. Risk Anal 21:357-369.
Weegels MF, van Veen MP. 2001. Variation of consumer
contact with household products:
investigation. Risk Anal 21:499-511.
Zaleski R, Gephart L. 2000. Exposure factors sourcebook

a preliminary

for European populations, with focus on UK data.
ECETOC Technical Report No. 79. European Centre for
Ecotoxicology and Toxicology of Chemicals, Brussels,
Belgium.

www.rivim.nl/consexpo

www.ktl.fi/expofacts
www.tera.org/peer/VCCEP/VCCEPIntroduction.html
www.heraproject.com
www.chemicalawareness.org/index.html
www.jrc.cec.eu.int/eis-chemrisks

Delmaar JE, Park MVDZ, van Engelen JGM. 2005.
ConsExpo - Consumer exposure and uptake models
- Program manual. RIVM report 320104004. National
Institute of Public Health and the Environment (RIVM),
Bilthoven, The Netherlands.
www.epa.gov/oppt/exposure/pubs/mccem.htm
http://www.epa.gov/oppt/exposure/pubs/wpem.htm
www.americansolventscouncil.org/resources/promise.
asp

http://www.thelifelinegroup.org/lifeline

Bruinen de Bruin Y, Hakkinen P, del Pozo C, Reina V,



References

225

74.

75.

76.

77.

78.

79.

80.

81.

82.

83.

84.

85.

86.
87.

Papameletiou D. 2006. Risk Management Measures for
Chemicals in Consumer Products. EUR number 22278
EN, ISBN 92-79-01972-4. European Commission, Joint
Research Centre, Institute for Health and Consumer
Protection, Physical and Chemical Exposure Unit, Ispra,
Italy, in preparation.

Petersen DW. 1989. Profile of accidental ingestion calls
received via a toll-free line on detergent product labels.
Vet Hum Toxicol 31:125-127.

Petersen DW.
dishwashing detergents do not influence reported

1989. Lemon aesthetics in hand
accidental ingestion frequency and volume. Vet Hum
Toxicol 31:257-258.

Yamashita M, Tanaka J, Yamashita M, Hirai H, Suzuki
M, Kajigaya H. 1997. Mist particle diameters are related
to the toxicity of waterproofing sprays: comparison
between toxic and non-toxic products. Vet Hum Toxicol
39 (2):71-74.

Yamashita M, Yamashita M, Tanaka J, Hirai H, Suzuki
M, Kajigaya H. 1997. Toxicity of waterproofing spray is
influenced by the mist particle size. Vet Hum Toxicol 39
(6):332-334.

Soap and Detergent Association. 2005. Risk assessment
guidance for enzyme-containing products.
www.cleaning101.com/files/SDA_Enzyme_Risk_
Guidance_October_2005.pdf.

Yamashita M and Tanaka J. 1995. Pulmonary collapse
and pneumonia due to inhalation of a waterproofing.
aerosol in female CD-1 Mice J Toxicol Clin Toxicol 33
(6):631-637.

Agricola G. 1556. De Re Metallica. Translated by Hoover
HC and Hoover LH. 1912. Mining Magazine, London,
UK.

Rammazzini B. 1713. De Morbis Artificum. Translated
by Wright WC. 1964. Printed in the New York Academy
of Medicine, History of Medicine Series No. 23, Hafner.
Thackrah CTH. 1832. The effects of arts, trades and
professions and of civic states on health and longevity
with suggestions for the removal of many of the agents
which produce disease and shorten the duration of life.
Longman, Leeds, UK.

Hutchins BL, Harrison A. 1903. A history of factory
legislation. Frank Cass, London, UK.

Gaskill E. 1848. Mary Barton: a tale of Manchester life.
Thomas Nelson, UK.

Dickens C. 1860 The uncommercial traveller. Chapman
& Hall, London, UK.

Zola E. 1885. Germinal. Penguin Classics.

Bartrip P. 2002. The Home Office and the dangerous
trades: regulating occupational disease in Victorian and
Edwardian Britain. Clio Medica 68. Wellcome Series in

88.

89.

90.

91.

92.

93.

94.

95.

96.

97.

98.

99.

100.

101.

102.

the History of Medicine, Amsterdam, The Netherlands.
Commission of the European Communities. 1980.
Council Directive 80/1107/EEC on the protection of
workers from the risks related to exposure to chemical,
physical and biological agents at work, OJ L 327, 3rd
December 1980.

Haldane JS. 1912. Methods of air analysis. Charles
Griffin, London, UK.
Drinker P, Hatch T. 1936.
significance, measurement and control. McGraw-Hill,
New York, USA.

Piney M. 2001. OELs and the effective control of
substances hazardous to health in the UK. Health and
Safety Executive (HSE), London, UK.

Meldrum M. 2001. Setting occupational exposure limits

Industrial dust: hygiene

for sensory irritants: the approach in the European Union.
Am Industr Hyg Assoc J 62:730-732.

Ziegler-Skylakakis K. 2004. Approaches for the
development of occupational exposure limits for man-
made mineral fibres (MMMEFSs). Mutat Res 553:37-41.
Bolt HM, Thier R. 2006. Biological monitoring and
Biological Limit Values (BLV): the strategy of the
European Union. Toxicol Lett 162:119-124.
Commission of the European Communities. 1998.
Council Directive 98/24/EC on the protection of the
health and safety of workers from the risks related to
chemical agents at work. OJ, L131, 5th May 1998.
Russell RM, Maidment SC, Brooke I, Topping MD.
1998. An introduction to a UK scheme to help small
firms control health risk from chemicals. Ann Occup Hyg
42:367-376.

Health and Safety Executive. 1999. COSHH Essentials.
HSE, London, UK.

Money C, de Rooij C, Floch F, Jacobi S, Koundakjian P,
Lanz S, Penman M, Rodriguez C, Veenstra G. 2003. A
structured approach to the evaluation of workplace health
risks. Policy and Practice in Health and Safety 2:44-65.
European Centre for Ecotoxicology and Toxicology of
Chemicals. 2004. Targeted Risk Assessment. Technical
Report No. 93. ECETOC, Brussels, Belgium.
Commission of the European Communities. 1993.
Council Regulation 793/93 on the evaluation and control
of the risks of existing substances. OJ L084, 5th April
1993.

Northage C, Marquart H. 2001. Occupational exposure
information needs for regulatory risk assessment of
existing chemicals. Appl Occup Environ Hyg 16:315-
318.

Commission of the European Communities. 1992.
Council Directive 92/85/EEC on the introduction of
measures to encourage improvements in the safety and



226

Human exposure assessment

103.

104.

105.

106.

107.

108.

109.

110.

111.

112.

113.

health at work of pregnant workers and workers who
have recently given birth or are breastfeeding. OJ L 348,
28th November 1992.

Schneider T, Vermeulen R, Brouwer DH, Cherrie JW,
Kromhout H, Fogh CL. 1999. Conceptual model for
assessment of dermal exposure. Occup Environ Med
56:765-773.

Cherrie JW, Schneider T. 1999. Validation of a new
method for structured subjective assessment of past
concentrations. Ann Occup Hyg 43:235-245.

Tickner J, Friar J, Creely K S, Cherrie JW, Pryde DE,
Kingston J. 2005. The development of the EASE model.
Ann Occup Hyg 49:103-110.

Money C, Margary SA. 2002. Improved use of workplace
exposure data in the regulatory risk assessment of
chemicals within Europe. Ann Occup Hyg 46:279-285.
Tielemans E, Marquart H, De Cock J, Groenewold
M, van Hemmen J. 2002. A proposal for evaluation of
exposure data. Ann Occup Hyg 46:287-297.
Van-Wendel-de-Joode B, Brouwer DH, Vermeulen
R, Van Hemmen JJ, Heederik D, Kromhout H. 2003.
DREAM: a method for semi-quantitative dermal
exposure assessment. Ann Occup Hyg 47:71-87.

Van Hemmen JJ, Auffarth J, Evans PG, Rajan-
Sithamparanadarajah B, Marquart H, Oppl R. 2003.
RISKOFDERM: risk assessment of occupational dermal
exposure to chemicals. Ann Occup Hyg 47:595-598.
Oppl R, Kalberlah F, Evans PG, van Hemmen JJ. 2003.
A toolkit for dermal risk assessment and management:
an overview. Ann Occup Hyg 47:629-640.

Leidel NA, Busch KA, Lynch JR. 1977. Occupational
exposure sampling strategy manual. DHEW (NIOSH)
Publication 77-173. National Institute of Occupational
Safety and Health, Cincinnati, USA.

Guest IG, Cherrie JW, Gardner RJ, Money CD. 1993.
Sampling strategies for airborne contaminants in the
workplace. British Occupational Hygiene Society
Technical Guide No. 11, H and H Scientific Consultants,
Leeds, UK.

Mulhausen JR, Damiano J. 1998. A strategy for assessing
and managing occupational exposures (2nd Edition).
American Industrial Hygiene Association Press, Fairfax,
USA.

114.

115.

116.

117.

118.

119.

120.

121.

122.

123.

124.

125.

126.

Wiseman J, Gilbert F. 2002. COSHH Essentials: survey
of firms purchasing this guidance. Health & Safety
Executive Contract Research Report 434. HMSO,
Norwich, UK.

Groenewold M. 2004. Reducing the risk of chemical
exposure for workers in industry. TNO Leads in Life
Sciences 25 p.9 (see http://www.stoffenmanager.nl/).
Hudspith B, Hay AWM. 1998. Information needs of
workers. Ann Occup Hyg 42:401-406.

American Conference of Governmental Industrial
Hygienists. 2004. Industrial ventilation: a manual for
control (25th edition). ACGIH , Cincinatti, USA.

Lipton S, Lynch J. 1994. Handbook of health hazard
control in the chemical process industry. Wiley
Interscience, New York, NY.

Commission of the European Communities. 1998.
Council Directive 98/24/EC on the protection of the
health and safety of workers from the risks related to
chemical agents at work. OJ L131, 5th May 1998.
Briggs D, Crumbie N. 2000. Characteristics of people
working with chemical products in small firms. Health &
Safety Executive Contract Research Report 278. HMSO,
Norwich, UK.

Walters D, Grodzki K. 2006. Beyond limits. Elsevier, The
Hague, The Netherlands.

Money C. 1992. A structured approach to occupational
hygiene in the design and operation of fine chemical
plant. Ann Occup Hyg 36:601-607.

Chemical Industries Association. 1993. Safe handling of
colourants 2. CIA, London, UK.

Shackleton S, Piney MD. 1984. A comparison of two
methods of measuring personal noise exposure. Ann
Occup Hyg 28:373-390.

Brouwer DH, Marquart H, van Hemmen JJ. 2001.
Proposal for an approach with default values for the
protection offered by PPE, under European new or
existing substance regulations. Ann Occup Hyg 45:543-
553.

Commission of the European Communities. 2004.
Directive 2004/37/EC of the European Parliament and of
the Council on the protection of workers from the risks
related to exposure to carcinogens or mutagens at work.
OJ L 158 , 30th April 2004.



6. TOXICITY TESTING FOR HUMAN HEALTH RISK ASSESSMENT

T.G. VERMEIRE, A.J. BAARS, J.G.M. BESSEMS, B.J. BLAAUBOER, W. SLOB, AND J.J.A. MULLER

6.1 INTRODUCTION

Research into the toxic effects of substances on humans
can be traced back to the ancient centres of civilization
in Egypt, Greece and China, where toxic chemical
substances were used as poisons and sometimes as
medicines. “Toxicology is the scientific discipline
involving the study of actual or potential danger presented
by the harmful effects of substances in living organisms
and ecosystems, of the relationship of such harmful
effects to exposure and of the mechanism of action,
diagnosis, prevention and treatment of intoxications”
[1]. Paracelsus’ saying: “Dosis sola facit venemum” (it
is the dose which makes the poison) is well-known and
depicts a property inherent to almost every chemical: at

EXTERNAL DOSE
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l Clearance

a certain dose, effects are inevitable. In risk assessment,
the determination of the harmful or adverse effects and
the relationship with exposure is one of the key steps
towards the characterization of the risk. A large number
of steps is involved between the administration of the
external dose and the final toxic effect (Figure 6.1).

The science of human toxicology includes both the
production and gathering of toxicity data in biological
systems, and the subsequent evaluation and interpretation
of these data, with the aim of predicting possible risk,
or lack of risk, to humans. Toxicity testing is mandatory
and the scope depends on the anticipated use. The
toxicity testing of environmental chemicals initially
focused on determining safe levels of human exposure
to toxic chemicals. This testing has now expanded from

TOXIC RESPONSE I

Concentrations in the
general circulation

tissues

A
\ Distribution to non-target

Intracellular changes I

Concentrations in target I

Interaction with

issues I

Any local bioactivation

e the balance of local bioactivation and detoxication
e not reflected by plasma kinetic measurements

intracellular target(s)

TN

‘4— Cytoprotective mechanisms

Figure 6.1. Processes leading to the generation of a toxic response [2].

Note:”Concentrations” refers to the relevant active form delivered by the general circulation and may be the parent compound

or an active metabolite produced in another tissue and delivered to the target tissue or organ
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simple acute and subacute tests to careful consideration
of data on acute, subacute and chronic toxicity,
specific toxicity such as carcinogenicity, mutagenicity,
reproductive toxicity and, more recently, immunotoxicity,
neurotoxicity, dermal toxicity and other organ tests. In
addition to these toxicity studies, data on the mechanisms
of action at the tissue, cellular, subcellular and receptor
levels, as well as toxicokinetic data, greatly facilitate
the interpretation of toxicity data and the assessment of
the potential hazard to humans. “Protocol toxicology”
and “receptor toxicology” are essential to provide
the optimum context for risk prediction [3,4] and this
requires international harmonization.

Toxicology is becoming increasingly complex.
It takes a considerable amount of effort to determine
the toxicity of just one agent, let alone the enormous
variety of agents currently available. The large number
of chemicals involved requires rules to be able to select
priority chemicals and testing strategies. This is because
of the time and cost that testing requires as well as for
animal welfare reasons. As discussed in Chapter 11,
such testing strategies increasingly include basic steps
which rely on alternative estimation methods, such as
quantitative structure-activity relationships (QSARs),
structure-activity relationships (SARs) and in vitro
tests, rather than on immediate testing on experimental
animals. The starting point of such strategies should be
the regulatory information requirements.

This chapter will discuss the toxicological methods
used in risk assessment against the background of the
Technical Guidance Documents on Risk Assessment of
the European Commission [5]. After exploring general
aspects of toxicology, Section 6.3 will consider the fate
of chemicals in humans and shed light on methods to
determine how chemicals are absorbed, distributed,
metabolized and excreted, aspects commonly referred
to as the toxicokinetics of chemicals. This will provide
a foundation for the discussion of toxicity studies and
their evaluation in Section 6.4, to establish the action
of chemicals at the target tissue, commonly referred to
as the toxicodynamic properties. Section 6.5 will show
how toxicological information is used for classification
and labelling, dose-response assessment and hazard
assessment of mixtures. The chapter concludes by
discussing the characterization of risks to humans which
is determined by combining the knowledge obtained
from the hazard assessment and the exposure assessment.
The evaluation of all data with regard to their adequacy
and completeness is very important and Chapter 8 will
address this in general terms.

6.2 GENERAL ASPECTS OF TOXICITY

Toxicity

Toxicity is the capacity of a chemical to cause injury
to a living organism. In theory, small doses can be
tolerated due to the presence of systems for physiological
homeostasis, i.e., the ability to maintain physiological
and psychological stability, or compensation, i.e.,
physiological or psychological adaptation. Examples
of this are metabolic detoxification, cellular adaptation
and repair. Repair is a reaction to injury, causing
irreversible tissue alteration. Above a given chemical-
specific threshold the ability of organisms to compensate
for toxic stress becomes saturated, leading to loss of
homeostasis and adverse effects, which may be reversible
or irreversible, and ultimately fatal.

Toxicity and hazard evaluation

The assessment of adverse effects starts with an
evaluation of non-human and human data. Non-human
data include animal data (Section 6.4), in vitro data
(Section 6.4.10) and non-testing data such as (Q)SARs
(Chapter 10). The data evaluation will result in the
identification of hazards, which includes classification
and labelling (Section 6.5.2), and establishing the
relationship between the dose or concentration and the
incidence and severity of an effect (Section 6.5.3). The
latter process will preferably result in a no-effect or
acceptable effect level for humans, by applying one or
more extrapolation steps (Section 6.5.4). Where it is not
possible to determine the quantitative dose-response
relationship for effects, this should be explained and a
semi-quantitative or qualitative analysis carried out. In
such cases it is generally sufficient to evaluate whether
the substance has an inherent capacity to cause such
an effect. The route, duration and frequency of human
exposure to a substance during normal use should be
a principle factor in the evaluation of hazards: hazards
which may not be expressed under one exposure may
become apparent under another.

Adversity of effects

In the determination of a critical effect it is essential to
differentiate between non-adverse and adverse effects
and decide whether any adverse effect observed is related
to the exposure, i.e. substance-related. For example,
in repeated-dose toxicity testing the average values
of selected parameters are compared with the average
values of these parameters in concurrent untreated
control animals. Adverse effects can then be defined in
purely statistical terms as statistically significant changes
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(P < 0.05) relative to control values. This approach is too
narrow: other factors also need to be considered such
as the presence or absence of a dose and time-effect
relationship or a dose and time-response relationship, the
biological relevance of an effect, the reversibility of an
effect, and the normal biological variation in effects as
shown by historical control values. Guidance in selecting
adverse effects from a particular subchronic or chronic
animal test can be obtained from publications of the
Health Council of The Netherlands [6], IPCS [7-10],
USEPA [11] and OECD [12] (Box 6.1).

Further to the discussion on differentiating between
adverse and non-adverse effects, as with classification
(see Section 6.5.2), the question which should be asked
is: at what dose or concentration does the substance
cause “serious damage to health”? According to the
guidance provided by the EC serious damage to health is
considered to include death, clear functional disturbance
or morphological changes which are toxicologically
significant. Irreversibility of lesions is a key factor in this
assessment. The response of cells and tissues to chemical
injury at the intracellular level, i.e., biochemical,
functional, and structural changes, or extracellular level,
i.e., metabolic and regulatory changes, can be categorized
as either degeneration, inflammation or proliferation.
The outcome of these pathological changes depends on
the combinations in which they occur, their potency, and
their duration. Depending on these factors, initial injury
such as mild cell degeneration or proliferation can, for
example, regenerate to become normal or eventually
result in irreversible injury such as neoplasia. Therefore,
even assuming that it is always possible to detect
chemical injury at the intracellular level in a 28-d test
— which is by no means a valid assumption — and taking
into account the guidance referred to above, direct advice
by experienced pathologists and toxicologists is essential
for correct evaluation of the degree of damage to health.

6.3 INTERNAL HUMAN EXPOSURE

6.3.1 Experimental biokinetics

Introduction

The intended use and production volume of a substance
define the toxicity testing that is required. Although
regulations may differ to some extent between countries,
and even within countries depending on the regulatory
bodies, they all require that chemical substances
introduced into the human environment directly or
indirectly must not constitute any significant risk to
humans. When considering the hazard of a substance
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Figure 6.2. Toxicokinetics

it is assumed that all effects are produced through an
interaction with the substance at a target site. A response
is only produced if sufficient amounts of a chemical or
its active metabolites reach a receptor, thus underpinning
the importance of information on the absorption,
distribution, biotransformation and excretion (ADME)
that determine the fate of the chemical in the body,
resulting in the internal dose at the target site (Figure
6.2). Toxic effects are a manifestation of the internal dose
or concentration at the target site, as well as the duration
of exposure at that site. Sufficient understanding of the
interplay of these processes is essential for human hazard
assessment. Up until recently, information on the fate of
industrial chemicals in mammals, if available at all, was
mostly limited to absorption, measured or predicted from
physicochemical properties such as molecular weight and
log K, and thereby only giving an indication of internal
exposure. In some cases, little extra information was
given, e.g., on distribution, major metabolites found or
the extent of excretion of the substance. Generally, this
information was interpreted too much in isolation, e.g.,
“the oral absorption of this substance is 50% and two
major urinary metabolites are found”.

The science of biokinetics is an integrative and
interdisciplinary science that covers both the various
processes of ADME as well as exposure and effects.
By taking a holistic approach to ADME processes
parameters can be established and then applied in various
extrapolations for human risk assessment. As applies to
dynamic processes in general, biokinetic studies should
answer these questions: what and how much; where; and
when (or rate)? Answers can be obtained by knowing
the amount, concentration, time-scale and direction.
The importance of the latter is illustrated here. The
information that a compound has a half-life of 6 hours is
not complete as the question of “where” remains open.
If “in plasma” is added, the reader knows that it takes 6
hours before the plasma level will decrease by 50%. This
brings us to a definition often used (although there are
many other similar ones):
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Box 6.1. Weight-of-evidence in hazard assessment

In view of the number of factors to be taken into account, expert judgement is an essential part of the assessment process.

Certain decision-supporting rules can be applied:

e Effects can be ranked in order of severity. An attempt was made by the USEPA in 1986 [11]. The result, adapted to the
hazard evaluation of subchronic tests using OECD or EC protocols and slightly expanded, is shown in Table 6.1. The
borderline between adverse and non-adverse effects can be drawn somewhere in the upper part of the table. It should be
emphasized here that the degree of severity of an effect very much depends on duration and frequency of exposure and
the site and characteristics of the particular change observed. Therefore, Table 6.1 should be used with caution.

Table 6.1 Ranking of physiological and pathological effects in order of severity

Effect Severity
Biochemical/haematological change with no pathological change and no change in organ weight; or least severe
a change in organ weight with no pathological and biochemical/haematological change A
Biochemical/haematological change with no pathological change and with a change in organ weight
Enzyme induction and subcellular proliferation or other changes in organelles but no other apparent
effects
Biochemical/haematological change with slight pathological changes
Hyperplasia, hypertrophy or atrophy with change in organ weight
Reversible cellular changes: cloudy swelling, hydropic change or fatty changes
Necrosis, or metaplasia with no apparent reduction in organ functions; any neuropathy without
apparent behavioral, sensory, or physiological changes '
Necrosis, atrophy, hypertrophy, or metaplasia with a detectable reduction in organ functions; any
neuropathy with a measurable change in behavioral, sensory, or physiological activity; reduced body
weight gain; clinical symptoms
Necrosis, atrophy, hypertrophy, or metaplasia with definitive organ dysfunction; any neuropathy with
gross changes in behavioral, sensory, or motor performance ;
Pronounced pathological changes with severe organ dysfunction; any neuropathy with loss of
behavioral or motor control or loss of sensory ability V
Death or pronounced life-shortening most severe

* More weight is attached to changes in parameters which increase in severity or response with increasing dose.

* More weight is attached to changes in parameters which are correlated to other changes observed. Examples are an
increase in blood urea accompanied by an increase in kidney weight, an increase in liver weight accompanied by slight
pathological changes such as fatty changes, or an increase in creatine phosphokinase combined with increases in lactate
dehydrogenase and/or a-hydroxybutyrate dehydrogenase (indicative of myocardial damage). The lowest effect doses for
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these effects need not agree. A survey of changes in biochemical parameters associated with actions in particular target
organs is presented by Gad and Weil [13], Woodman (liver) [14], and Stonard (kidneys) [15].

More weight is attached to changes in the functional status of physiological or neurological processes, e.g., abnormal
behaviour, if correlated to histopathological (peripheral nerve lesions), or biochemical changes (changes in blood
acetylcholinesterase activity).

More weight is attached to changes in, or changes related to, organs and tissues known to be a target of the substance.
For example, a change in urinary volume certainly gains in biological significance if the kidney is known to be the target
organ.

More weight is attached to a parameter which shows a statistically significant change compared with control values than
to a parameter which only shows a tendency towards a change. However, a tendency cannot be ignored when a dose-
effect or dose-response relationship is apparent or when other changes are found which could be related.

More weight is attached to effects which appear to be irreversible during or following exposure.

Changes that occur with a low incidence and that are perhaps not even dose-related but occur only in treated animals
cannot be immediately dismissed as biologically irrelevant. Expert opinion is indispensable here.

A change in a single haematological or biochemical parameter unsupported by other correlated haematological,
biochemical or pathological changes may be biologically important, e.g., in the case of acetylcholinesterase measurements.
More weight is attached to such a change if it is statistically significant and dose-related. The study protocols usually only
prescribe blood sampling at the end of a test. Therefore, time trends, which may help in the interpretation of certain effects,
cannot be observed.

Generally a statistically significant decrease in body-weight gain cannot be considered an adverse effect if it is coupled
with reduced food consumption.

Organ weight changes should always be examined on an absolute organto-body-weight basis. Organ-to-body-weight
ratios (relative organ weights) can be misleading if a change in body weight occurs. Increased relative organ weights
may be the result of adaptation to chemical stress: e.g., increased liver weight may be due to stimulated protein synthesis
which enables the liver to metabolize the foreign substance faster.

The incidence of spontaneous changes is often highly variable among control groups of the same species and strain in
different studies. For reference data on biochemical and haematological values see Clampitt [16], Wolford et al. [17], Loeb
and Quimby [18] and Derelanko and Hollinger [19]. “Historical control values”, i.e., data on the normal variation of a change
in the test species, can be used in the interpretation of the biological significance of the changes observed, but should be
used with great care. The historical control data ideally should be from the same species, strain, age, sex, supplier, and
laboratory, and should come from contemporary control animals not older than a few years. If the authors of a report rely
on historical control data in their interpretation of effects these should be provided together with the information necessary
to assess their quality, including information on the time frame.

Biokinetics — time-course of a chemical in a living
organism, i.e., increase or decrease of substance at site
of measurement due to transport or due to formation or
breakdown. The term “toxicokinetics” is also often used
synonymously.

Concentration-time curves of the substance in plasma/
blood are important outcomes of kinetic studies. These
time-courses are like surrogate endpoints used to
describe actual concentration at the target tissue. Internal
dose or internal exposure can be assessed by calculating
the area under the plasma concentration-time curve
(AUC). AUCs are now often used as a central concept
for various extrapolations, such as determining the
linearity of internal exposure in dose escalation studies,
interspecies extrapolation, etc. AUCs are the result of the

four processes in ADME. The primary parameters used
to characterize the four interdependent processes in the
kinetics of a compound are shown in Table 6.2. These are
useful for various comparisons (inter and intraspecies,
dose, dose regimens, routes, exposure duration,
concentration, surface area dose, etc.)

Secondary parameters, derived from the primary
ones, that are equally useful in human risk assessment,
are elimination half-life (t,,), area under the curve
(AUC which is a useful overall indicator for exposure),
maximum plasma concentration (C_ ; Figure 6.3) and

average plateau concentration (CSX’;:?XFigure 6.4). Note
that plasma elimination half-life (or elimination half-
life) is the time it takes for a plasma concentration to
be reduced by 50%. It does not automatically define the

cause of the decrease as this may be due to excretion
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Figure 6.3. Absorption and elimination (http://coo.lumc.nl/
TRC/).

or metabolic clearance and is therefore not necessarily
a measure for excretion of all compound-related
material. For further information on this issue, the
reader is referred to the Rowland and Tozer’s textbook
Clinical pharmacokinetics [20]. The following play
a pivotal role in toxicity testing and risk assessment:
linearity, bioavailability versus absorption, distribution
and accumulation, metabolism and route-to-route
extrapolation (Figure 6.5).

Linearity

In toxicity studies, doses administered normally range
from a low dose where no adverse effects are to be
expected up to a middle or high dose causing adverse
effects. Importantly, dosing should not reach levels where
one or more kinetic processes reach saturation. Saturation
means that processes are no longer linear or, more
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Figure 6.4. Steady-state (http://coo.Jlume.nl/TRC/).

precisely, not linearly dependent on the dose. This can
be illustrated by plasma levels that increase linearly with
increasing dose levels under non-saturated conditions
and tend to increase less than linearly when absorption
is saturated or more than linearly when metabolism is
saturated [21].

Extrapolations — Saturation of any of the four ADME
processes influences various extrapolations as they can
no longer be made on a linear basis.

Bioavailability versus absorption

There is a broad range of definitions for bioavailability
(F). Traditionally bioavailability is defined as the fraction
of a dose that reaches the systemic circulation. Absorption
is seen as only the passage of a membrane (GIT lining,
lung epithelium or epidermis) which can be followed

Table 6.2. Primary parameters of ADME.

Process Primary parameter

Absorption absorption rate constant (k,) and bioavailability (F )

Distribution apparent volume of distribution (V, =A/C )2 as an indicator of the tissues involved
Metabolism intrinsic clearance, described by V, . and K,

Excretion sum of biliary excretory and renal clearance (CL), irreversible loss of compound from the body

' F = Fraction of dose reaching the systemic circulation. It should be noted that bioavailability has a different meaning in
environmental toxicity issues, where the bioavailable fraction is the fraction of the total amount of a chemical present in a specific
environmental compartment that, within a given time span, is either available or can be made available for uptake by organisms,
micro-organisms or plants. Substances that are irreversibly bound to, e.g. soil or sediment, are not bioavailable.

2 A = amount in body at equilibrium, C = concentration in blood.
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Figure 6.5. Determinants of internal dose (for symbols see
Table 6.2).

by biotransformation. The latter is called “first-pass
metabolism” and decreases bioavailability. It is relevant
mainly in the gut epithelial cells, in the liver (following
transport via the vena porta hepatica), in the lungs and
sometimes in the skin (Figure 6.6). Bioavailability is
best determined by comparing AUC (based on plasma
concentration-time curves) for the route of interest
compared to AUC obtained following intravenous dosing
(Figure 6.7): F = ( D, / D, - AUC, / AUC, ) where
x represents the route of interest). Doses (D) in these
studies should always be chosen in such a way that
internal exposures (AUCs) remain within the same order
of magnitude or in such a way that the kinetics are linear
with dose for both dose/route combinations.

Extrapolations — Extrapolations for systemic effects
should preferably be based on the use of systemic
bioavailability and not only absorption via a membrane.

Route-to-route extrapolations — Should preferably
be based on bioavailability of parent substance or a
presumed toxic metabolite rather than on absorption of
radiolabel.

Distribution and accumulation

Distribution refers to the reversible transfer of a substance
from one location to another within the body and as
such is dependent on perfusion and the partitioning in
the tissues that are perfused by the blood. Partitioning
is defined by the tissue: blood partitioning constants
are dependent on the physicochemical properties of
the substance and the physicochemical properties of
the tissue, such as lipid and protein content. As with
all kinetic parameters, there is a rate and an extent of
distribution. Rate is mostly defined by the perfusion rate.
Extent is described by the term volume of distribution

Absorption

Bioavailability

To faeces Metabolism Metabolism

Figure 6.6. Bioavailability [22]. With permission.

(Vp). Small hydrophilic substances tend to partition
over the aqueous phase of the body and as such have
a volume of distribution equal to the volume of water
in the body (V[ = approx. 40 L). Large hydrophilic
substances cannot pass cell membranes and remain in
the extracellular water (V, = 16 L). More hydrophobic
substances distribute to the fatty tissues where they can
reach concentrations that are much higher than the blood
or plasma concentration, indicated by a large “apparent”
volume of distribution (e.g., V = 500 L for digoxin).
“Apparent” volume here means the volume of plasma
that would be needed to accommodate the total amount
of substance in a concentration equal to the actual plasma
concentration.

Two closely interrelated terms that are linked to
distribution but for which definitions are not so clear, at
least within human risk assessment, are persistence and
(bio)accumulation. The term persistence is actually not a
common term in human risk assessment and both terms
receive more attention in environmental risk assessment.
Nevertheless, for the sake of clarity, some attention
will be devoted to it here. In environmental hazard and
risk assessment, criteria have been set for deciding
when a substance is persistent and/or bioaccumulates.
Consequently, persistence and bioaccumulation are
undesirable properties. In human toxicology, both terms
are neutral descriptions of dynamic phenomena, without
interpretation. Persistence describes the length of time
that the substance remains in the body, quantified,
e.g., by terminal half-life (7,, ). Accumulation is
the increase in the plasma (and automatically tissue)
concentration due to repeated administration or exposure
but depends on the dosing regime (frequency and extent),
bioavailability, distribution, and clearance. Persistence
in environmental hazard assessment is defined as an
intrinsic property of the substance and, as such, a hazard,
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Figure 6.7. AUC oral (O © 0) versus AUC intravenous (@ @ @).
Source: http://coo.lumc.nl/TRC/.

dependent on physicochemical properties (mainly log
K, that determines partitioning into fat tissue), which
can trigger further toxicological testing. Persistence per
se is a “single exposure parameter”. Accumulation is
more a property that depends on the intrinsic properties
in combination with the exposure and, as such, is
more a risk term, meaning that successive additions
result in increasing concentrations. As a rule of thumb,
compounds exhibiting a half-life of more than 10% of the
expected lifetime of an organism tend to have persistency
properties. Accumulation can only occur with multiple
exposures. Without knowing the intrinsic toxic potency
and exposure, persistence and accumulation are rather
neutral terms in human risk assessment.

Interspecies extrapolation — Differences in the lipid and
protein content of tissues may result in species dependent
distribution. Further, species specific excretion capacity
may result in increased Vi, and increased tissue
concentrations (e.g., saturation of renal excretion in dog
for phenoxyacetic acid compound).

Intraspecies extrapolation — Females often have
increased fat content compared to males, possibly
resulting in a different V.

Metabolism and route-to-route extrapolation

Metabolism is defined as the conversion of a substance
into a chemically distinct form. It is often regarded
as synonymous with biotransformation, although
biotransformation generally includes a qualitative

description of the metabolites formed (metabolic
pathways). For purely quantitative biokinetic parameters,
such as bioavailability, only metabolism in the sense
of metabolic clearance is important, i.e., “first pass”
metabolic disappearance of a substance, regardless of
what metabolite is formed. Biotransformation generally
converts substances to metabolites that can be excreted
more easily than the parent substance by making them
more hydrophilic and thus more water soluble (urinary
excretion). Two main groups of reactions are discerned:
Phase-I reactions, such as oxidation, reduction, and
hydrolysis; and Phase-II reactions consisting mainly of
conjugation reactions (glucuronide, sulphate, acetyl and
glutathione conjugation). A more detailed overview is
presented in Section 3.6.

Interspecies extrapolation — Activating or deactivating
metabolism may be very species-specific.

Intraspecies extrapolation - Biotransformation in
neonates and very young animals and children is
qualitatively and quantitatively different from adults and
young adults; variation due to age, pregnancy, lifestyle.

Route-to-route extrapolation (different first-pass
effects) — Activation or deactivation by first-pass
metabolism may be route-specific, thereby making route-
specific metabolism the Achilles’ heel of route-to-route
extrapolation.

The risk assessment of workers exposed via skin or
inhalation is often based on oral toxicity studies via route-
to-route extrapolation, even though this extrapolation has
not been scientifically evaluated in terms of the level of
uncertainty. Only route-specific differences in absorption
(often based on radiolabel studies) are taken into account
when an internal NAEL ., is derived from an external
NOAEL_,, by taking oral absorption into account.
Subsequently, an internal exposure is determined for
worker exposure and compared to the internal NAEL .,
to provide a Margin of Safety (MOS). Possible extensive
route-specific biotransformation, e.g., an oral first-pass
effect is not taken into account.

6.3.2 (Bio)kinetic modelling

Introduction

In order to extract the maximum amount of information
from the raw data of a kinetic experiment, mathematical
techniques have been developed that enable the biological
behaviour of the system to be described in terms of a
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model. Two types of models can be distinguished, i.e.,
compartment models and physiologically-based kinetic
models (PBK models).

Compartment models

Compartment models are often used to assess kinetic
parameters that cannot easily be obtained from measured
data such AUC or C_, . An important concept in
modelling the concentration-time profiles of compounds
and their metabolites are compartments. A very simple
model is the one-compartment model which assumes the
mammalian organism to be a well-mixed compartment
(see also the environmental compartment models in
Chapter 3). This works only for a very limited number
of substances without lipophilic and protein-binding
properties which are liable to passive uptake and
elimination. Two compartments or more may be needed
to describe experimental kinetics properly. Moreover,
it is important to be aware that the extent of the data
determines the number of compartments that can be
reliably distinguished. This group of models cannot be
used for interspecies extrapolation as a complete new
model with new data has to be developed for each species
[23-25].

Physiologically-based kinetic (PBK) modelling

Since the 1980’s, advances in computer technology have
enhanced PBK modelling which is based on three groups
of parameters: physiological parameters, such as blood
flow, partitioning parameters and metabolism parameters.
Compartments are also used in this type of modelling,
but in contrast to compartment modelling, the number of
compartments is physiologically-based and not dictated
by the data available. The model is coded by a series
of differential equations. These equations are solved to
provide the blood concentration-time profile and a series
of other parameters if needed. PBK modelling is used
for various extrapolations such as inter and intraspecies
extrapolations, dose extrapolations and route-to-route
extrapolations [26-28]. Although many PBK models are
quite complex, various open source models are available
that can be used for training in biokinetics, e.g., what will
be the effect of changing one of the parameters?

6.4 TOXICITY STUDIES

6.4.1 General aspects

Conducting a toxicity study, though apparently simple,
has a number of caveats to it. Most of them are described
in the “yellow bible” of the World Health Organization

(WHO) entitled Principles and Methods for Evaluating
the Toxicity of Chemicals, Part I [8] and related volumes
(Environmental Health Criteria 70, 104, 141). Reference
guidelines for toxicological tests can be found in the
OECD Guidelines for testing of chemicals [29].

Important issues include chemical properties, route of
exposure, dose selection, selection and care of animals,
environmental variables such as caging, diet, temperature,
humidity, parameters, data acquisition, presentation and
interpretation of results [29]. Other important issues are:
good laboratory practice (GLP), personnel requirements
and animal welfare.

Toxicity studies should be properly planned, designed,
conducted, presented and interpreted. International
harmonization of test guidelines is of prime importance
to ensure the generation of high quality, mutually
accepted toxicity data. The OECD has a major role
here, as discussed in Chapter 16. This chapter will first
focus on important general issues in toxicity testing and
subsequently discuss the experimental tests considered
most relevant for risk assessment.

Test substance

Before the start of the study, all available information
concerning the test substance should be gathered.
Essential information includes chemical structure,
composition, method of analysis, information on purity,
nature of impurities and their quantity, stability of the
substance; some physicochemical properties, such as
lipophilicity, acid dissociation constant, ionization,
particle size, molecular shape and, if applicable,
density, vapour pressure and reactivity. In addition, the
administered dose or concentration in every prepared
batch of feed or drinking water should be measured
as accurately as possible, in order to know the exact
exposure and to be able to detect mistakes in the
preparation of diets as early as possible. A detailed plan
of collection of the samples to be analyzed should be
made and followed strictly in order to avoid uncertainties
concerning actual exposure.

An often difficult decision to make is what grade of
purity of a substance should be studied. For practical
purposes and adequate extrapolation to humans, it is
usually best to use a technical grade product standardized
to specifications used (or to be used) in commerce. As
stated above, the nature and quantity of the impurities
should be known. When the test substance is administered
in the diet, this may be done as a fraction of the total
diet, or as a sufficient quantity to achieve predetermined
dose levels in mg/kg, . per day. In this case it will be
necessary to adjust the dietary concentration on a weekly
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or biweekly basis. When the dietary concentration is
kept constant, it should be remembered that the actual
dose received in early growth is over twice as much (as
expressed in mg/kg, ) compared to the total dosage [30].

Dose selection

The selection of the dose level depends on the type of
study. In acute LD50 or LC50 studies the dose levels
should be spaced in such a way as to produce a suitable
dose-response curve. In a limit test only one dose will
be administered that should not cause mortality [29].
The alternative Fixed Dose procedure aims at a dose
producing overt toxicity, but no mortality, whereas the
Acute Toxic Class Method uses pre-defined dose levels
[29]. Repeated dose studies and continuous exposure
studies require careful selection and spacing of the doses
in order to obtain the maximum amount of information
possible. Since the determination of dose-responses for
any observed effects is one of the objectives of such
studies, the number of dose levels is usually at least
three (low, middle high) in addition to control groups.
Increments between doses vary between factors of 2 and
10. Too large dose intervals will result in imprecise No
Observed Adverse Effect Levels (NOAEL, Section 6.5.3).
The high dose level should produce evidence of toxicity,
but little mortality (below 10%). The largest administered
dose should not compromise biological interpretability
of the observed responses [12]. The mid-dose should
produce slight toxicity and the low dose no toxicity. The
dose at which no adverse effects are observed will be
required to derive the NOAEL. Tests already performed,
such as acute and other short-term toxicity studies, can
help in this selection. Biokinetic studies describing the
behaviour of a compound over a range of doses can
significantly improve dose selection [31].

Animal species

Interspecies and intraspecies variation is a fact of life
even when exposure route and pattern are the same. The
selection of an appropriate animal species and strain for
toxicity studies is influenced by a considerable number of
factors which are well documented [8,31,32]. Knowledge
of and experience with the laboratory animal to be used
is of prime importance, since it provides the investigator
with the inherent strengths and weaknesses of the model.
The guiding principle in the choice of species is that it
should resemble humans as closely as possible in terms
of absorption, distribution, metabolic pattern, excretion
and effect(s) at the site. Other important aspects are
sensitivity, convenience and uniformity in response. How
to deal with inter and intraspecies differences in dose-

response assessment is further discussed in Section 6.5.4.

However, the reality is that for economic and logistic
reasons, usually small laboratory rodents (mostly rats)
of both sexes are used, although for specialized toxicity
testing guinea pigs, rabbits, dogs and non-human
primates may be used as well, and are sometimes even
required by regulatory agencies. Small rodents provide
the possibility of obtaining data on a sufficient number of
animals for valid statistical analysis.

Randomly bred as well as highly inbred strains are
used, the latter being preferred in specialized toxicity
studies. The species and strain used should be well
defined, available, economically effective (low cost) and
disease free. For specialized toxicity studies, it may be
preferred to use animals under model disease conditions
to be able to identify the interactions between exposure
and the relevant disease. The necessity of using both
sexes in toxicity testing seems obvious: retrospective
analysis of toxicity studies with chemicals indicates that
in more than half of such tests, sex-related differences
occur, which are decisive in establishing a NOAEL
(Section 6.5.3) [3]. Finally, once the test species has
been selected, transport, logistics, quarantine, disease
surveillance and (random) allocation of animals to
experimental groups need appropriate attention.

Test duration

The response of an organism to exposure to a potentially
toxic substance will depend on the magnitude and
duration of exposure. Acute or single-dose toxicity
refers to the adverse effects occurring within a short
time (usually within 14 days) after the administration
of a single dose (or exposure to a given concentration)
of a test substance, or multiple doses given within 24
hours. In contrast, repeated dose toxicity comprises the
adverse general exposure to a substance for a part of the
expected lifespan, or for the major part of the lifespan
in the case of chronic exposure. For example, standard
tests with rats are the 28-days subacute test, the 90-day
semi-chronic (subchronic) test and the lifetime chronic
test. The strategy for testing substances for repeated-
dose toxicity is based on step-by-step tests, starting with
shorter test durations. The need for longer-term testing
will depend on the information obtained from all acute
and repeated-dose tests carried out, the biokinetic profile
of the substance and the expected duration of human
exposure.

Diet
Research over the last 10 to 15 years has contributed
considerably to our knowledge of the impact that diet
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may have on toxicity test results. Acute toxicity is
generally more severe in animals that fasted and may
differ as much as 2 to 3-fold by the oral route and up to
10 to 20-fold by inhalation [8]. Composition of the diet
influences physiology and as a consequence, the response
to a chemical substance. In addition, different levels of
macro and micronutrients influence the biotransformation
of substances and/or enzyme activity. In fact, a certain
diet may also indirectly cause toxicity effects due to
acid/base balance disturbances induced by the diet. De
Groot [33] provoked bladder changes with a cereal-based
stock diet containing 6% monosodium glutamate (MSG),
while such changes did not occur at all with 6% MSG in
a purified casein diet.

Overnutrition (easily attained by the present day
practice of feeding animals ad [libitum) is associated
with increased chronic progressive nephropathy,
corticomedullary nephrocalcinosis and increased
incidence of multiple endocrine disturbances [4]. Food
restriction reduces such confounding effects and, at the
same time, considerably reduces spontaneous tumour
incidence in long-term experiments [34,35]. Since
toxicity testing, as described above, is carried out at
dosages where effects are expected, such relatively
high doses may also influence the palatability of diets,
especially when a substance is administered in the diet.
Growth retardation, due to reduced food intake, may
also either reduce or increase toxicity. Finally, feed and
drinking water should be appropriately tested for the
presence of naturally occurring toxins and contaminants.

Other environmental variables

Housing conditions, such as caging, grouping and
bedding, temperature, humidity, circadian rhythm,
lighting and noise, may all influence animals’ response
to toxic substances. International bodies like the OECD
[29] and WHO [8,9] have made valid suggestions in the
relevant guidelines for maintaining good standards of
housing and care. The variables referred to should be
kept constant and controlled. However, little is known
about the actual influence of these variables on the
outcome of tests.

Parameters studied

Methods of investigation have changed dramatically in the
past few decades. A better understanding of physiology,
biochemistry and pathology has led to more and more
parameters being studied in order to obtain information
about functional and morphological states. While a few
clinical chemical measurements were sufficient 20 years
ago, today numerous measurements are assessed. In

the same way, limited histopathology after a thorough
general examination has been replaced by extensive
general and very extensive microscopic examination.
However, this increased number of parameters does not
guarantee better information. On the contrary, it gives
the toxicologist a feeling of false confidence and does
not sufficiently take into consideration the importance
of other parameters not tested at all in routine practice,
such as endocrine parameters or atherogenic indicators.
Reevaluation of the relevance of the parameters studied,
preferably in a retrospective analysis of toxicity
studies, is urgently required if toxicology is to remain
a credible science. In general, biochemical organ
function, physiological measurements, metabolic and
haematological information and usually extensive general
and histopathological examination must be assessed in
routine toxicity testing, the extent of which will depend
on the type of study.

Electronic data processing

Today’s information technology and automation
provides the investigator with better than ever integrated
computerized data storage and retrieval systems. For
standard general toxicity studies and specific toxicity
studies, such as reproduction studies, data acquisition
systems are essential. Moreover, histopathology requires
semi-quantitative and quantitative measurements, which
is greatly facilitated by image analysis. Electronic data
processing systems have become indispensable in
toxicity testing and provide the best way of achieving the
accuracy required by the internationally accepted GLP
regulations. Computerized data processing, however,
should be properly validated and quality controlled.
The use of information systems in the planning and
conduct of toxicity studies, together with facilities for
complex statistical analysis or metaanalysis and graphic
representation, is very beneficial.

Presentation of results

Toxicity studies must be reported in a great detail in order
to comply with GLP regulations [36]. The presentation of
individual data is necessary to enable regulating agencies
to evaluate data in depth. In addition, summary tables for
the evaluation of results are required. Every change or
incident during testing should be reported: animals killed
or which died during the test, influencing circumstances,
climatic changes, different light/dark requirements, or
clinical observations. In the presentation of pathology
data, it is imperative to include details such as number
of animal necropsies, number of animals, and number
of tissues or organs examined microscopically for each
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group and sex. The latter is essential, since whatever
measures are taken, in practice the loss of small organs
or tissues may occur. Any lesions found should always
be expressed in terms of the actual quantity of organs
or tissues examined. Finally, in the presentation of
the results, proper attention should be devoted to the
available information for the study and the reasons
for performing the experiments, and a well-balanced
evaluation of the results, ideally discussed in the light of
existing knowledge, should always be included.

Interpretation and evaluation of the results

Although it will be impossible to describe in detail
all the aspects involved in the process of interpreting
and evaluating the results, some general aspects will
be discussed here in order to provide insight into their
relevance. A clear and objective interpretation of the
results of toxicity studies is important in terms of the
clear definition of the experimental objectives, the design
and proper conduct of the study and a careful and detailed
presentation of the results. While acute single-dose
toxicity testing provides some insight into acute effects
and possible target organs, repeated-dose subchronic
and chronic experiments are capable of determining the
nature of toxicity in much more detail and establishing a
dose-response relationship and a no effect level.

Relevant data for evaluation include: group weight
gain, body weight plotted against time, absolute and
relative organ weights, food intake, water intake,
biochemical and haematological effects, clinical signs
and — a very important cornerstone in toxicity testing
— the histopathological examination. In the interpretation
of the data, we should be very well aware of confounding
factors. Statistical evaluation in toxicity testing, although
extremely important, is still very conventional. Too few
are aware of the fact that a statistical significance of P
< 0.05 need not to be of toxicological significance in
circumstances where lots of data are evaluated. In fact,
this level of significance may be expected in 1 out of 20
parameter sets evaluated [37].

New concepts in statistics are needed, such as
techniques for non-continuous variables, non-linear
regression with and without normally distributed errors,
power analysis and meta-analysis. Interpretation and
evaluation is the key to the science of toxicology.
It requires common sense, a critical approach, vast
experience and a cautious attitude. Obviously, differences
in interpretation will occur. As long as interpretations
are well described and argued, such differences are
acceptable.

Good laboratory practice

Non-clinical toxicological or safety assessment
studies that are to be part of a safety submission for
the marketing of regulated products, are required to
be carried out according to the principles of GLP [36,
38-41, Chapter 16]. These regulations concern food
additives, animalfeed additives, medical and electronic
devices for human use, human and animal drugs, and
biological products as well as environmental chemicals,
such as pesticides, fungicides, industrial chemicals,
etc. These regulations were imposed because toxicity
data was misused in the past which could lead to false
safety assessments involving risk to humans and the
environment. The regulations were imposed at a later
stage for environmental testing.

The quality control measures laid down in
the regulations have improved the quality of data
considerably. Quality encompasses two elements:
quality control and quality assurance. Quality-control
procedures are meant to minimize mistakes or errors,
to make it possible to correct them and to maximize
the accuracy and validity of the collected data. Quality
assurance covers the steps taken (i.e., inspections
and audits) to verify that planning, procedures and
quality control have been carried out according to the
regulations. Quality-control procedures include all the
processes of toxicity testing, including post-experimental
pathological procedures. Sometimes, the procedures
used even surpass the requirements of GLP, such as
histopathological examination, blind scoring, non-blind
scoring, classifications, nomenclature and quantitative
measurement of degrees of lesions.

Besides acknowledged beneficial effects, GLP
regulations have increased the cost of toxicity studies.
This is reflected in the production costs and subsequently
the cost to the consumer. One undesirable but,
nevertheless, realistic side effect is that technological
innovation and scientific progress is discouraged when
GLP is considered an aim in itself. The rigid application
of GLP in toxicity testing or the abolition of some of the
less relevant procedures might be to the advantage of
the scientific community [3]. However, compliance with
GLP facilitates international acceptance of studies, thus
reducing the need for duplication and encouraging better
documentation procedures.

Personnel requirements

GLP regulations require the use of qualified personnel
at every level. On-the-job training to gain experience is
usually required, since educational establishments are
obviously geared towards teaching, but insufficiently
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developed to provide practical experience. Teaching on
the subject of toxicity has improved tremendously over
the last two decades and accreditation procedures have
been implemented in many industrialized countries.

Animal welfare

The use of animals for experimentation in general, and
for toxicity testing in particular, has been criticized for
many years. The increasing numbers of animals used
in experiments to fulfil statistical requirements and the
degree of discomfort to animals in some toxicity studies,
causes great concern among animal welfare organizations
and has started debate everywhere.

Toxicologists should participate in this debate, since
they are particularly well placed to be able to judge the
need for experimentation on the one hand, and to consider
the animal’s discomfort, on the other. Certain procedures
and practices, such as the LD50 test, have been rightfully
under fire (see acute toxicity testing) and are being
replaced by alternative procedures which are also much
more relevant to toxicity testing. Essentially, it is every
toxicologist’s responsibility to reduce the number of
animals used in toxicity testing, to reduce stress, pain and
discomfort as much as possible, and to seek alternatives,
especially for the use of in vitro techniques.

The toxicologist is also responsible for the reduction,
refinement and replacement (the 3Rs of Russel and Burch
[42]) of animal use in experimentation, as described in
the Council Directive of the European Communities [43]
and the EU Community Action Plan on the Protection
and Welfare of Animals [44]. Fundamental research
to support the considered use of alternative methods
should be encouraged. Since full replacement of in
vivo testing in the near future is doubtful, “Intelligent
Testing Strategies”, intelligent combinations of in vitro,
(Q)SARs, and in vivo methods applying risk-decision
theory and weight-of-evidence approaches, could offer a
way forward [45]. This is explained further in Chapter
11.

Human data

Human data will be available only for substances
already on the market. When adequate human data
from epidemiology studies, controlled experiments with
volunteers or case reports are available, this can be highly
useful in the hazard identification process. However,
NOAELSs derived from human studies are rare. If both
animal data and human data are available, as a general
rule, well reported relevant human data for any given
endpoint is to be preferred for the risk assessment [5].
Exemptions from this general rule are studies conducted

with human volunteers. The use of human volunteer
studies has been subject to controversy. They can provide
valuable data, but they have to be performed within strict
ethical guidelines. Results from such studies should
be used only in justified cases (e.g., tests which were
conducted for the authorization of a medical product or
when effects in already available human volunteer studies
have been observed to be more severe than deduced from
prior animal testing). However, the potential differences
in the sensitivity of human studies and studies in animals
should be taken into account in risk assessment on a
case-by-case basis. In relation to hazard identification,
the relative lack of sensitivity of human data may cause
particular difficulty: negative data from studies in humans
will not usually be used to override the classification of
substances which have been classified on the basis of
data from studies in animals, unless the classification is
based on an effect which clearly would not be expected
to occur in humans.

Uncertainty and variability

Uncertainty analysis refers to true uncertainty about
a parameter with a fixed value (e.g., a distribution
coefficient), characterized by a random variable with an
identified probability distribution which can be reduced
by further research, or inter-individual variability of
parameters distributed empirically within a defined
population (e.g., body weight) which cannot be reduced
by further research [46]. As already illustrated above,
there are many sources of uncertainty of both types
in the toxicity testing of substances. For example,
an effect may not be noticed because the number of
animals is too small, the period of observation too
short, the dose level too low or too high — because, as
in the latter case, the metabolic pathway may differ
— or the experimental design is too limited in scope,
or simply due to inaccuracy. On the other hand, false
positives may be the result of low standard deviations.
An excellent review of possible sources of uncertainty in
animal tests was carried out by IPCS [8]. Other major
sources of uncertainty are more related to variability in
the extrapolation from experimental studies to human
populations. Important factors here are differences
between species, e.g., between rats and humans, and
within species, e.g., variability between humans [47].
Section 6.5.4 will further explain the difference between
uncertainty and variability and will discuss methods for
including these aspects in effects assessment and risk
characterization.
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Table 6.3. Some criteria for the classification of chemicals on the basis of LD50

values from acute oral toxicity data expressed as mg/kg, .

United Nations toxic 1 toxic 2 toxic 3
Solids <5 <50 <500
Liquids <5 <50 <2000
World Health Organization extremely highly moderately slightly
hazardous hazardous toxic toxic
Solids <5 <50 <500 <5000
Liquids <20 <200 <2000 <2000
European Communities very toxic toxic harmful
<25 <200 <2000
USA supertoxic highly toxic very toxic moderately toxic  slightly toxic
<5 <50 <500 <5000 < 15000
6.4.2 Acute effects: acute toxicity identified dose, thus providing a need for such studies

Acute toxicity refers to the adverse effects occurring
within a short time (usually within 14 days) after the
administration of a single dose (or exposure to a given
concentration) of a test substance, or multiple doses given
within 24 hours. In the assessment of substances for
toxic characteristics acute toxicity is usually a first step
in providing information on relative toxicity. Information
that can be obtained is the nature of the effects, the
dose-response and sex differences. Among other things,
this information will be used for classification of the
substance (Section 6.5.2).

Under REACH no information is required below
1 tonne per annum. Testing for acute oral toxicity is
required from 1 tonne per annum unless an inhalation test
is available. From 10 tonnes per annum at least one other
route needs to be tested. Classification and evaluation of
acute toxicity will rely on the information available, in
vitro data, (Q)SAR and read-across.

Testing of acute toxicity used to be predominantly
concerned with lethality as the effect of interest. This
involves the determination of the median lethal dose
(LD50) or concentration (LC50), according to OECD
Guidelines 401 (oral), 402 (dermal) and 403 (inhalation).
The LDS50 is defined as the statistically derived
expression of a single dose that can be expected to be
lethal to 50% of the test animals. Regulations still classify
substances according to their acute toxicity in terms of

(Table 6.3). The use of these types of studies, however,
has been seriously questioned. Efforts have been made to
develop better, more sensible guidelines for acute toxicity
[48,49]. This has led to the Fixed Dose Procedure (OECD
Guideline 420) as a suitable alternative for the oral LD50
test [29,49,50]. Other alternatives to the standard LLD50
test are the stepwise acutetoxic-class method (OECD
Guideline 423) [51] and the sequential oral Up-and-
Down method (OECD Guideline 425) [52], which,
however, are still based on mortality as an endpoint,
although acute toxic phenomena other than death can be
included. A study comparing the results obtained with
the conventional LD50 test, the Fixed Dose Procedure
and the Up-and-Down Procedure was published in 1995
[53]. The standard acute oral test (OECD Guideline 401)
was abolished in 2002.

An acute LD50 test is performed by administrating
graduated doses to groups of experimental animals
and the subsequent observation of signs of toxicity and
death. All animals dying during the experiment and all
surviving animals are autopsied. Gross examination
and, where indicated, histopathological examination are
performed. When acute toxicity is established by the
inhalatory route (OECD Guideline 403), we speak of the
lethal concentration (LC50), being the concentration of
a substance in air that causes death following a certain
period of exposure. In practice, most toxicologists
maintain the time constant (i.e., 1 or 4 hours) and vary
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Table 6.4. Evaluation and interpretation of results of acute toxicity tests (fixed dose procedure).

Dose Results Interpretation
5 mg/kg less than 100% survival compounds which are very toxic
100% survival; but evident toxicity compounds which are foxic
100% survival; no evident toxicity see results at 50 mg/kg
50 mg/kg,, less than 100% survival compounds which may be toxic or very toxic;
see results at 5 mg/kg
100% survival; but evident toxicity compounds which are harmful
100% survival; no evident toxicity see results at 500 mg/kg
500 mg/kgy, less than 100% survival compounds which may be toxic or harmful;
see results at 50 mg/kg
100% survival; but evident toxicity compounds considered as having no significant
100% survial; no evident toxicity acute toxicity
see results at 2000 mg/kg
2000 mg/kg, ., less than 100% survival see results at 500 mg/kg

100% survival; with or without evident toxicity

compounds which do not have significant acute
toxicity

the concentration of the test substance. As is the case with
oral or dermal LD50 tests, the post-exposure observation
period is 14 days. Inhalatory tests may be considered
for substances which are volatile (e.g., vapour pressures
above 0.01 Pa [5]) or with low particle size (e.g., mean
mass aerodynamic diameter less than 100 um [5]) or
occur as aerosols.

In the Fixed Dose Procedure [29], acute toxicity
is tested in a stepwise approach, in which far fewer
animals are used, discomfort to animals is limited and
much more relevant information on the acute toxicity
(target organs and nature of toxicity) is obtained than in
the classical LD50 test. In a preliminary study, various
doses are administered to single animals of just one sex
in a sequential manner. The information this “sighting
study” provides on the dose-toxicity relationship and
the estimated lethal dose usually will not require more
than five animals. The main study is then carried out
with groups of five animals of each sex at one of the
preset dose levels (5, 50, 200 or 2000 mg/kg, ). The
dose used is derived from the sighting study and is that
dose which is likely to produce evident toxicity, but not
death. When the main study establishes evident toxicity,
but no mortality is required, no further study is needed.
If the initial dose level does not produce evident toxicity,
the next higher pre-selected dose level should be used.
However, when animals die or have to be destroyed due
to severe toxicity at the initial dose level, the next lower
pre-set dose level is used for the study. Evaluation and

interpretation for classification is done on the basis of
Table 6.4.

In the evaluation of acute toxicity studies it is not

usual to derive acute No Observed Adverse Effect
Levels (NOAELs). Information on toxic signs and
the dose levels at which these occur can be useful for
risk characterization. In particular, the slope of the
dose-response curve may indicate the extent to which
reduction of exposure will reduce the response: the
steeper the slope, the greater the reduction in response
for a particular finite reduction in exposure [5].
6.4.3 Acute local effects: irritation and corrosivity
Changes at the site of first contact (skin, eyes, mucous
membranes of the gastro-intestinal tract or the respiratory
tract) are called local effects and include irritation and
corrosiveness. Irritant substances are non-corrosive
substances which cause inflammation as evidenced by
erythema and oedema of the skin and corneal opacity,
iridal effects and conjunctival redness or swelling for
the eye. Corrosive substances may destroy living tissues.
According to EU criteria, skin corrosion produces full
thickness destruction of skin tissue, and persistent ocular
changes and colouration are regarded as severe ocular
lesions [54].

Under REACH no information is required below 1
tonne per annum and no in vivo testing up to 10 tonnes
per annum. Classification and evaluation for acute
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toxicity will then rely on the information available,
such as physicochemical properties and on in vitro data,
(Q)SARs and read-across. Further information on testing
strategies for irritation can be found in Chapter 11.

The aim of the tests is to establish the likelihood of an
acute irritant or corrosive response occurring in humans
in relation to the route, pattern and extent of exposure.
This information will be used for classification of the
substance (Section 6.5.2). Testing methods are usually
applied to rabbits according to OECD Guidelines 404
for dermal irritation/corrosion and 405 for eye irritation/
corrosion [29]. These OECD guidelines recommend
a weight-of-evidence approach and sequential testing
strategy based on available human and experimental
data, structure-activity relationships, acidity and
buffer capacity and validated in vitro or ex vivo tests
for corrosion/irritation (Box 6.2 [29]). There is no
international guideline for respiratory irritation.

In the in vivo irritation/corrosion tests the substance
is applied in a single dose to the skin or in the eye
of an experimental animal. Untreated skin areas or
the untreated eye serve as the control. The degree of
irritation/corrosion is read and scored at specified
intervals and is further described in order to provide a
complete evaluation of the effects. The duration of the
study should be sufficient to evaluate the reversibility or
irreversibility of the effects observed.

Animal testing for irritation and corrosion does not
allow a dose-response assessment and will not provide
a No or Lowest Observed Effect Level. These, however,
may be derived from already available experimental
studies in which a range of concentrations was used or
from human data.
6.4.4 Sensitization
Skin sensitization, which results in allergic contact
dermatitis, is a very common form of allergy. Following
skin exposure and penetration, it develops in two
phases: induction (sensitization) and elicitation. During
induction, a primary immune response is triggered
following a reaction between the chemical allergen
and skin protein. This results in sensitization, and if
the sensitized individual comes in contact with the
same chemical allergen again in a later stage, a more
pronounced secondary response is induced at the contact
site [55]. Respiratory hypersensitivity is a term used to
describe asthma and other related respiratory conditions
to which both immunological and other mechanisms may
apply [5].

Under REACH no information is required below 1

tonne per annum, whereas all substances produced or
imported at >1 tonne per year, have to be tested for skin
sensitization. Below 1 tonne per year, classification and
evaluation for skin sensitization will then rely on the
information available, (Q)SAR and read-across.

Tests minimally aim to establish the potential for
sensitization and possibly a dose-response. According
to OECD Guidelines for testing of chemicals [29],
standardized predictive sensitization testing is performed
exclusively in vivo in two species, i.e., guinea pig (OECD
406, Guinea Pig Maximization Test, GMPT, and Buehler
Test) and mouse (OECD 429, Local Lymph Node Assay,
LLNA). The guinea pig has been the animal of choice
for several decades but the tests employing this species
are increasingly being replaced by the mouse LLNA test.
There are currently no internationally recognized test
methods for predicting the ability of chemicals to cause
respiratory hypersensitivity. According to the OECD
Guidelines, (Q)SARs and in vitro models do not have
to be considered for a sensitization test strategy because
they are not sufficiently developed. Information on
alternative testing strategies for skin sensitization can be
found in Chapter 11.

In the guinea pig tests, the animals are initially
exposed to the test substance by intradermal injection
and/or epidermal application (induction exposure).
The GMPT test uses an adjuvant which potentiates
sensitization, the Buehler test does not. Following a
rest period of 10 to 14 days, during which an immune
response may develop, the animals are exposed to a
challenge dose. The extent and degree of skin reaction
to the challenge exposure in the test animals is compared
with that demonstrated by control animals which
undergo sham treatment during induction and receive the
challenge exposure. The basic principle underlying the
mouse LLNA test is that sensitizers induce a primary
proliferation of lymphocytes. This proliferation is
proportional to the dose applied (and to the potency of
the allergen) and provides a simple means of obtaining an
objective, quantitative measurement of sensitization. The
mouse LLLNA test assesses proliferation of lymphocytes
in the lymph node draining the chemical application
site as a dose-response. The proliferation in test groups
is compared to that in vehicle treated controls. The
proliferation ratio in treated groups compared to that
in the vehicle controls, termed the Stimulation Index,
is determined. This ratio must be at least three before a
test substance can be further evaluated as a potential skin
sensitizer. Critical points in all tests are the concentrations
used at induction and challenge, the nature of the vehicles
and the ability of chemicals to penetrate the skin.
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Box 6.2. OECD Testing and evaluation strategy for dermal irritation/corrosion [29]

TESTING AND EVALUATION STRATEGY FOR DERMAL IRRITATION/CORROSION

Activity Finding Conclusion
1 Existing human and/or animal Corrosive Apical endpoint; considered corrosive.
data showing effetcs on skin or No testing is needed.
mucous membranes Irritating Apical endpoint; considered to be an

&

No information available, or
available information is not
conclusive

l

2 Perform SAR evaluation for skin
corrosion/irritation

!

No prediction can be made, or
predictions are not conclusive or
negative

\

3 Measure pH (consider buffering
capacity, if relevant)

!

20<pH<11.50rpH<200r>11.5
with low/no buffering capacity, if
relevant

L

4 Evaluate systemic toxicity data
via dermal route
(Can be considered before Steps
2 and 3)

l

Such information is not available
or is non-conclusive

continue on next page

Not corrosive/not irritating

Predict severe damage to skin

Predict irritation to skin

pH <2.0 or > 11.5 (with high
buffering capacity, if relevant)

Highly toxic

Not corrosive or irritating when
tested to limit dose of 2000 mg/kg
body weight or higher, using rabbits

irritant. No testing is needed.
Apical endpoint; considered not
corrosive or irritating. No testing is
needed.

Considered corrosive. No testing is
needed.
Considered an irritant. No testing is
needed.

Assume corrosivity. No testing is
needed.

No further testing is needed.
Assume not corrosive or irritating.
No further testing is needed.
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5 Perform validated and accepted Corrosive response Assume corrosivity in vivo. No

in vitro or ex vivo test for skin
corrosion

%

Substance is not corrosive, or
internationally validated in vitro/
ex vivo testing methods for skin

corrosion are not yet available

"

6 Perform validated and accepted Irritant response
in vitro or ex vivo test for skin
irritation
)

Substance is not an irritant, or

internationally validated in vitro/

ex vivo testing methods for skin

irritation are not yet available

further testing is needed.

Assume irritancy in vivo. No further
testing is needed.

4
7 Perform initial in vivo rabbit test Severe damage to skin Considered corrosive. No further
using one animal testing is needed.
)
No severe damage
4
8 Perform confirmatory test using Corrosive or irritating Considered corrosive or irritating.

one or two additional animals

Further testing is needed.

Not corrosive or irritating Considered not corrosive or

There is evidence that there are dose-response
relationships for both skin sensitization and respiratory
hypersensitivity. The dose-response generated by the
LLNA makes this test more informative than guinea pig
tests, which often employ one single concentration of
the test material at both induction and challenge. All in
vivo tests will give some information on potency, though
it is necessary to be careful when extrapolating this to
humans [5].

6.4.5 Repeated-dose toxicity

Acute toxicity studies only deal with the adverse effects
of a single dose and only provide information concerning
the possible hazard to humans in the event of an acute
incidental high exposure. Much more common though, is
human exposure at lower levels and in a repeated fashion.
Repeated exposure for shorter or longer periods of time

irritating. No further testing is
needed.

may not produce immediate effects, but delayed effects
may very well be induced due to accumulation of the
chemical in the body or due to other mechanisms.
Repeated-dose toxicity is the adverse general
toxicological effects occurring as a result of repeated
daily exposure via different routes for various fractions of
the expected lifespan, up to a complete lifespan. Typical
examples of repeated-dose tests with experimental
animals are the 28-day sub-acute test, the 90-day sub-
chronic test and the lifetime chronic test. Effects can be
both local (i.e., at the site of first contact) and systemic
(i.e., normally distant from the site of first contact).
Regulatory requirements usually follow a tiered
approach with the complexity and duration of studies
required increasing with production volume or exposure
potential, for example. The minimum requirement
usually is the 14 or 28-day test with rats. If such a study
is properly planned and designed, and if relevant critical
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parameters are studied, the results of such a study will
provide a fair basis for an initial toxicological evaluation
over a limited time scale. Under REACH, a repeated-
dose toxicity study, at least a 28-day test, is required
from a yearly production or import level of 10 tonnes.

The aim of these tests is to provide information on
the adverse effects (Section 6.2) likely to arise from
repeated exposure of target organs, which could lead to
classification. Furthermore, these tests should provide
information on dose-response relationships, leading
to the identification of No Adverse Effect Levels or
Adverse Effect Levels, such as the NOAEL or the
Benchmark Dose/Concentration (see Section 6.5.3).
The dose at which no adverse effects are observed will
be required to derive the NOAEL. Relevant OECD
guidelines include TG 407-413, 417, 424 and tests 4.5.1-
4.5.3 listed in Chapter 16 (Table 16.1 [29]).

The design of repeated-dose studies may vary, but
usually consists of the repeated administration of a series
of 3 to 4 doses or concentrations, with an increment of 2-
10 between doses/concentrations, for a specified period
of time. From the dose range chosen, the highest dose
should have a clear adverse effect level with limited
mortality, although preferably without mortality. The
lowest dose level should not produce any evidence of
toxicity, whereas ideally the medium dose(s) should
produce minimal (and intermediate) observable adverse
effects. Oral tests include administration by gavage, via
the feed or via the drinking water. Usually, one dose per
day is administered in oral and dermal tests 5 or 7 times
per week. Exposure periods in inhalation tests may vary
from several hours per day up to continuous exposure
and from several days to 7 days per week. The most
commonly used species are rats for rodents and dogs for
non-rodents. The tests in most cases are carried out with
young animals in their growth spurt to reach maturity.
This period of life is considered to be a period sensitive
to exogenous agents [8]. The tests should be carried out
with both sexes and in groups of at least 5 to 10 per sex
for rodents and 4 for non-rodents. If interim sacrifices
are included for specific analyses, the number per group
should be raised accordingly. In addition, a satellite
group may be treated with the high concentration level
and observed for reversibility, persistence, or delayed
occurrence of toxic effects for a post-treatment period
of appropriate length. A negative, concurrent control
group should always be included and should be handled
in an identical manner as the test groups. In gavage tests
and in some inhalation tests, a vehicle control group is
required, too. The animals in the tests are inspected daily
for clinical signs, and body weight and food consumption

are monitored (usually weekly). Clinical examination
usually consists of haematological parameters, clinical
biochemical data and urine analysis and is performed
at the end of the study. At termination, extensive gross
necropsy should be performed, the weights of the major
organs determined and organs and tissues should be
preserved for histopathological examination (Table 6.5).

Human data which is adequate to serve as the sole
basis for dose-response assessment are rare in view
of uncertain exposure, mixed exposure, low incidence
of effects, small number of exposed individuals,
heterogeneous populations and long latency periods
between exposure and disease. In the evaluation of
animal tests, preference should be given to tests using
species with similar toxicokinetics and toxicodynamics as
in humans. If this species cannot be identified, the most
sensitive animal should be selected. Preference should
also be given to tests with the most appropriate route
and duration and frequency of exposure in relation to
these characteristics in humans. It should be possible to
identify a NOAEL or a Benchmark Dose/Concentration.
Evaluation of the adversity of the effects, as discussed in
Section 6.2, is crucial in the determination of the NOAEL
or Benchmark Dose (Section 6.5.3).

6.4.6  Genotoxicity

Genotoxicity refers to potentially harmful effects on
genetic material. It includes mutagenicity which can
be defined as the induction of permanent transmissible
changes in the amount or structure of the genetic
material. Genotoxicity tests also provide indications
of other DNA damage through unscheduled DNA
synthesis, sister chromatid exchange, strandbreaks,
adduct formation, mitotic recombination and numerical
chromosome aberrations (aneuploidy). Genotoxicity
testing is very useful in pre-screening for potential
genotoxic carcinogenicity. In addition, it serves the
purpose of establishing whether or not substances have
the potential to induce heritable germ cell mutations at
the gene or chromosome level. Such tests are described
by Mason et al. [56] and Weisburger and Williams [57]
and others.

Under REACH no information is required below 1
tonne per annum. The basic requirement is a bacterial
Ames test for mutations for up to a yearly amount of
10 tonnes. Requirements increase if positive results are
obtained and with increasing tonnage levels. Information
on testing strategies for genotoxicity can be found in
Chapter 11.

There are 15 OECD guidelines available for both in
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Table 6.5. Repeated dose studies (28d, 90d, chronic); OECD Guidelines 407-413 and 452).

Conditions
Route
Experimental animals

Number of animals

Dose levels

Examinations:

* physical measurements

e clinical observations

* haematology

* clinical biochemistry

* pathology

Results

chemical identification of substance, its purity and chemical characteristics
oral (gavage, diet, drinking water or capsules), dermal, inhalatory
rat (mouse, dog, rabbit, guinea pig)

28 and 90d: 5 to 10 of each sex per groupl
chronic: 20 rats (4 to 5 dogs) per sex per group

control and at least 3 dose levels with an increment of 2 to 10

satellite groups may be added e.g., for interim kills, observation of reversibility, persistence or
delayed occurrence of toxic effects

a limit test may be performed using a control and one high dose level

- temperature, humidity, homogeneity and stability of test substance, food and water consumption
and, for inhalation studies, air flow, concentrations, particle size

- body weight

- changes in: skin, fur, eyes, mucous membranes, occurrence of secretions and excretions,
behaviour, respiratory, circulatory, autonomic and central nervous systems, somatomotor activity

- sensory reactivity to stimuli, assessment of grip strength and motor activity

- ophthalmologic examinations (90d/chronic)

- haematocrit, haemoglobin concentration, erythrocyte count, total and differential leukocyte count,
platelet count, measure of blood clotting time

- investigation of organ function, carbohydrate metabolism, electrolyte balance

- serum salts (Ca, P, Na, K, CI), serum enzymes (such as alanine aminotransferase, aspartate
aminotransferase, alkaline phosphatase, gamma glutamyl transpeptidase, sorbitol dehydrogenase,
ornithine decarboxylase), cholesterol, glucose, urea, creatinine, total protein, albumin,
total bilirubin (may be extended to lipids, hormones, acid/base balance, methaemoglobin,
cholinesterase activity)

- urinalysis (not routinely in 28 d tests): appearance, volume, osmolality or specific gravity, pH,
protein, glucose, blood cells

- gross necropsy including external surfaces, orifices, cranial, thoracic and abdomical cavities and
contents, organ weights

- histopathological changes of all preserved organs and tissues at highest dose level and in controls;
if indicated also at intermediate dose levels

information concerning effects of repeated dose exposure on parameters studied, target organ(s); if

possible, mechanism of toxicity and NOAEL

! For a range finding test 5 animals per group may be sufficient.

vitro and in vivo methods. The most commonly used are
OECD TG 471-476, 483, 486-487 (Table 16.10 [29]).

In vitro genotoxicity testing usually involves at least
two, but preferably three, different endpoints at several
levels of biological complexity: one being an assay in a
prokaryote to detect gene mutations, then an assay in a
mammalian system to detect chromosomal damage and
finally, an assay in a eukaryote or, preferably an assay
to detect DNA damage, or an assay to detect adduct
formation (Table 6.6). An assay in a prokaryote usually
involves bacteria such as Salmonella thyphimurium

(Ames assay) or Escherichia coli where reverse
mutations are used as an indication of genotoxic potential
(OECD Guideline 471). The principle behind this test is
to detect reverse mutations of a strain of bacteria which
are growth dependent and where reverse mutation leads
to independent growth which can be detected on a
feeding layer devoid of growth factor. Today these tests
are standardized and well validated. Over 200 discrete in
vitro genotoxicity assays have been described but most
of them are insufficiently developed and validated to be
used, and most are redundant to the Salmonella assay.
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Table 6.6. Genotoxicity tests.

Gene mutation assays

* Tests with prokaryotes - Salmonella typhimurium reverse mutation assay (OECD Guideline 471)

- Escherichia coli reverse mutation assay (OECD Guideline 471)

» Test with eukaryotes - Saccharomyces cerevisiae gene mutation assay (OECD Guideline 480)

- in vitro mammalian cell gene mutation assay (OECD Guideline 476)

- invivo sex linked recessive lethal assay in Drosophila melanogaster (OECD Guideline 477)

Chromosomal damage assays

 [nvitro tests - mammalian cytogenetic test (OECD Guideline 473)

- chromatid exchange assay in mammalian cells (OECD Guideline 479)
- micronucleus test (draft OECD Guideline 487)

* Invivo tests - mammalian bone marrow cytogenetic test for chromosomal analysis (OECD Guideline 475)
- micronucleus test (OECD Guideline 474)

DNA damage/repair/adduct
formation assays

 Invitro tests - DNA adduct formation 32-post coupling [58]
- DNA repair synthesis in mammalian cells in vitro (OECD Guideline 482)
- DNA repair test in primary liver cells [60]

e Invivo tests - Unscheduled DNA synthesis (UDS) test with mammalian cells in vivo (OECD Guideline 486
- Alkaline single-cell gel electrophoresis assay for DNA strand breaks (Comet assay) [60]

To detect chromosome aberrations the in vitro
mammalian cytogenetic test (OECD Guideline 473)
or the in vitro sister chromatic exchange assay in
mammalian cells (OECD Guideline 479) are available.
There is an ongoing discussion regarding whether the use
of an in vitro micronucleus assay is preferable, because it
detects chromosomal aberrations as well as aneuploidy
and is less affected by cytotoxic effects of the test
substance. A OECD draft guideline is available at this
point in time. In eukaryotic systems, yeast cells (OECD
Guideline 480) or preferably, somatic cells are used
(OECD Guideline 476). A system using mammalian cells
in vitro where unscheduled DNA synthesis is measured
as an indication of genotoxicity (OECD Guideline 482)
can also be used. The principle of detection in eukaryotic
systems is, in fact, the same as in prokaryotic systems.
However, the principle of detection of unscheduled
DNA repair is based on the ability of mammalian cells
to repair damaged DNA to a certain extent and to detect
such unscheduled DNA repair by autoradiographic
methods, further to incorporation of tritiated thymidine
[58]. Unscheduled synthesis can be differentiated from
“scheduled” DNA synthesis as follows: normal cell
duplication leads to heavily labelled cells which are
easily discernible from cells showing unscheduled repair,

which are only lightly labelled with autoradiographically
detectable silver grains. Finally, chromosome aberration
tests detect structural losses or changes in chromosomes,
which can be studied by arresting the cells in mitosis
and by counting the number of abnormal chromosomes
or the exchange of chromatids in a statistically sufficient
number of mitoses or cells.

When two out of three tests are positive, the
genotoxicity of a substance is established. When all
three tests are negative, there is good evidence that
the substance has no genotoxic properties. However,
it is necessary to determine whether the doses or
concentrations used were high enough and maintained at
a sufficient level (e.g., in the case of volatile chemicals).
It is also important to take into account the reactivity
of the chemicals and their metabolic pattern in the test
system. When genotoxic properties are detected, prior
to undertaking an extensive and costly bioassay, it is
advisable to perform in vivo genotoxicity tests, such
as the mouse bone marrow micronucleus test (OECD
Guideline 474), the in vivo cytogenetic assay (OECD
Guideline 475), the rodent liver genotoxicity test (OECD
486), or the much less sensitive rodent dominant lethal
test (OECD Guideline 478). When these tests are
negative and it is clear that the substance did reach the
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target organs, the likelihood of the substance being non-
genotoxic in rodents is high, while a positive response
may make it very likely that the substance in question
will be a genotoxic rodent carcinogen. In the testing
strategies for genotoxicity, there are few in vivo gene
mutation tests. A number of novel methods based on
endogenous reporter genes or transgenic reporter gene
are in various stages of development, but these have not
been sufficiently validated [59].

In the mouse bone marrow micronucleus test,
micronuclei, derived from substance-treated mice,
are counted in a statistically sufficient number of bone
marrow cells and compared with those from control
mice. A suitable rodent liver genotoxicity test is the test
in which rats are treated with the substance concerned
and liver cells in primary culture are exposed to tritiated
thymidine in order to detect increased unscheduled
DNA repair (OECD 486). Protocols for the in vivo
alkaline single-cell gel electrophoresis assay for DNA
strand breaks are available [60] and a validation study
is ongoing. In the dominant lethal test (OECD 478), a
serial mating technique is used in which substance-
treated males are mated with single virgin females for
one oestrus cycle. By replacing the virgin female with
another the breeding study is continued for 70 days which
is long enough to cover all stages of spermatogenesis.
The detection of early embryonic deaths in the females is
an indication for dominant lethality. This type of test also
provides information about fertility.

The strengths and weaknesses of short-term
genotoxicity tests have been discussed by many authors
and are elegantly described by Ashby [61]. As indicated
above, genotoxicity tests cannot detect all carcinogens
because (human and animal) carcinogens can be divided
into those which interact with DNA and those which have
a different mechanism of action not involving interaction
with DNA [62] (Section 6.4.7). Thus, genotoxicity testing
only provides information about possible genotoxic
potential, and substances with this potential may be
suspected of being carcinogenic, but the final proof can
only be obtained from animal experimentation.

One of the major failures of the past is that
scientists did not clearly understand that there can
only be a correlation between animal carcinogenicity
and genotoxicity for those animal carcinogens which
act in interaction with DNA. Therefore, correlation
studies involving all animal carcinogens and in vitro
genotoxicity tests are, by definition, false. For this reason
“detection” rates for carcinogens in in vitro systems vary
from 45-75% depending on the number of non-genotoxic
carcinogens included in the study. Nevertheless, when

used for pre-screening, genotoxicity tests can provide
a very relevant and cost-effective tool for identifying
mutagens, and thus potentially genotoxic carcinogens.
Since genotoxic substances are not generally permitted in
the human environment, the detection of such properties
usually prohibits further industrial development of the
substance and further animal testing. Only in cases where
the substance is considered very important and beneficial
will further testing be undertaken to find out whether
the substance is indeed a carcinogen and, if so, to what
extent a certain human exposure poses a risk.

After in vitro testing and before long-term animal
testing, in vivo genotoxicity testing is sometimes
advocated, because if the result of these tests are negative,
the chances of the genotoxic substance being an animal
carcinogen, and thus probably a human carcinogen, are
smaller and further testing with long-term bioassay may
well result in non-carcinogenicity. In the same way, a
positive outcome of an in vivo genotoxicity test may in
certain specific cases prevent further testing.

6.4.7 Carcinogenicity

Substances are defined as carcinogenic if they induce or
increase the incidence of tumours (benign or malignant),
cause malignancy or shorten the time of tumour
occurrence when inhaled, ingested dermally applied, or
injected. This effect may be route-specific. Carcinogens
may be identified either from epidemiological studies,
from animal experiments and/or other relevant data or
studies [54].

Under REACH, a carcinogenicity test may be
required at tonnage levels from 1000 tonnes per annum,
if there is widespread dispersive use of the substance
or evidence of frequent or long-term human exposure,
and the substance is classified as category 3 mutagenic
or there is evidence from repeated-dose studies that the
substance is able to induce hyperplasia or preneoplastic
lesions.

It is now generally accepted that the induction of
cancer in animals and man involves several consecutive
but independent events. Cancer growth results from
heritable alterations in a cell which obtains a selected
growth advantage, and growth as a clonal expansion. The
steps involved in cancer causation and development are
depicted in Figure 6.8 [63]. The first step is the alteration
of the cellular DNA by a reactive form of the carcinogen
(initiation). This reaction leads to translocation and
amplification of specific genes, protooncogenes, which
translate into a distinct expression of the properties
of the altered cell. The altered or initiated cell, usually
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Figure 6.8. Sequence of carcinogenesis [63]. With permission.

called a latent tumour cell or neoplastic cell, may stay
dormant or, under specific circumstances (e.g., under the
influence of growth promoting agents), may proliferate
into preneoplastic clonal expansions and ultimately
progress to become cancer.

Since the alteration of DNA is a prerequisite
first step, the detection of such properties provides
an efficient, rapid and economical way of detecting
carcinogenic potential. These tests are usually in vitro
tests, where the induction of mutations is detected in
prokaryotic or eukaryotic cell systems or by unscheduled
DNA repair in in vitro bioassays. Carcinogens acting via
genetic alteration are called genotoxic carcinogens; this
contrasts with non-genotoxic carcinogens, which do not
damage DNA but become active in the development of
cancer after the first step of cancer causation. They exert
their influence in the promotion or progression phase,
where they require genetically altered cells. The exact
mechanism of action of such non-genotoxic carcinogens
is as yet only partially elucidated, but the end result is
usually an increased proliferation in specific tissues. This

can be caused by excessive secretion of hormones, or
by injury, or can be receptor-mediated (e.g., peroxisome
proliferation). Non-genotoxic carcinogens usually affect
only one organ and, because of the nature of their indirect
mechanism of action, there is a threshold for their action.
This contrasts with genotoxic carcinogens for which,
theoretically, a threshold cannot be expected since, in
principle, every molecule which reacts with cellular
DNA may reach a target cell and transform it into a
quiescent, latent, neo-plastic cell, which may ultimately
develop into cancer. However, it is also recognized that
for certain genotoxic carcinogens a threshold may exist
for the underlying genotoxic effect.

In a cancer bioassay, genotoxic as well as non-
genotoxic carcinogens can be detected since the endpoint
of this assay is the development of cancer. As it is
important for the purposes of risk assessment to know
about the genotoxicity or non-genotoxic properties of a
substance, genotoxicity testing with in vitro assays will
be relevant. These assays are described in Section 6.4.6.
Depending on the results, anticipated use and duration of
exposure, further testing may or may not be necessary.
Guidelines used for carcinogenicity testing are OECD
451 or 453 (combined chronic/carcinogenicity test) listed
in Table 16.1 [29].

A chemical which is found to be genotoxic in a
short-term series of tests with various endpoints, is
unlikely to be acceptable for human exposure, thus
making further testing generally unnecessary, unless
either the use or exposure is unavoidable. In these cases a
carcinogenicity study is warranted to obtain information
on the carcinogenic potential and the dose-response
relationship in order to carry out a proper quantitative risk
assessment (Section 6.5). For non-genotoxic substances
carcinogenicity testing is usually required, although the
relevance of such tests may be questionable when human
exposure is far below the NOAEL or BMD [64].

When non-genotoxic substances are investigated
it is also important to study the tumour-enhancing (or
promoting) properties. As promotion is an organ-specific
phenomenon, such a study should focus on lesions (e.g.,
hyperplasia or increased cell turnover) found in target
organs in toxicity studies. Limited in vivo bioassays are
extremely useful to indicate possible tumour-enhancing
properties. The available organs for such studies include
skin, lung, mammary gland, liver, stomach, colon and
bladder [65].

Carcinogenicity studies
Although a carcinogenicity test specifically designed to
detect carcinogenicity can be carried out, the combined
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Table 6.7. Carcinogenicity studies.
Conditions chemical identification of substance, its purity and chemical characteristics
Route oral (gavage, diet, drinking water or capsules), inhalatory, dermal

Experimental animals
Number of animals

Dose levels

Duration of exposure

Examinations

Results

rat, mouse (dog, monkey)
50 rodents per sex per group; for non-rodents usually not more than 7 to 20 per group

control and at least 3 dose levels, more dose levels for proper quantitative risk assessment, satellite
groups may be added

majority of expected lifespan
inhalation: intermittent (e.g. 6 h/day, 5 d/wk) or continuous

see table 6.5.

recommended for microscopic examinations:

(a) all grossly visible tumours or lesions suspected of being tumours in all groups;

(b) all preserved organs and tissues of: (a) all animals that die or are killed during the study, and (b)
animals of the highest dose group and controls.

(c) if a significant difference is observed in hyperplastic, pre-neoplastic or neoplastic lesions between
the highest dose and control groups, microscopic examination should be made on that particular organ
or tissue of all animals in the study;

(d) in case the results of the experiment give evidence for substantial alteration of the animals’ normal
longevity or the induction of effects that might affect a neoplastic response, the next lower dose level
should be examined as described above; and

(e) the incidence of tumours and other suspect lesions normally occurring in the strain of animals used
(under the same laboratory conditions —i.e. historical control) is desirable for assessing the significance
of changes observed in exposed animals.

information on carcinogenic properties, tumour incidences in relation to dose, latency period, tumour
multiplicity, potential for metastasis

chronic toxicity/carcinogenicity bioassay is more
commonly used, in which the effects of a substance,
whether of a neoplastic or non-neoplastic nature, can be
determined.

The assay (Table 6.7) is almost exclusively carried
out in rats and mice, where both sexes should be used
[32]. The test begins with weanling or post-weanling
animals and covers the animals’ life span of at least
two years (rats) or 18 months (mice). Since information
concerning dose-response is crucial, a sufficient number
of dose groups is required. At least three dose levels and a
control group should be used with 50 animals per sex per
group. The lowest dose should not interfere with growth
and development and must not cause effects, whereas
the group receiving the highest dose should show
signs of toxicity. The highest dose should not exceed a
concentration of 5% of the diet unless macro-nutrients
are being examined. The intermediate dose should be in
the mid range between the high and low doses. It is not
uncommon to add a satellite high-dose group (20 animals
per sex) to induce frank toxicity and a satellite control

group (10 animals per sex) to evaluate the pathology of
effects other than neoplasia (usually after 12 months’
experimentation). As described above, under chronic
toxicity testing, caging, care, feed and water supply (diet)
must be optimum and well-controlled.

The rate of exposure to the substance should be
comparable to the anticipated human exposure. The
frequency of exposure usually depends on the route of
exposure. In oral studies the substance is given daily,
unless it is administered by gavage, in which event
exposure is usually restricted to 5 times a week, as
usually occurs in inhalation studies, where exposure
will generally be limited to 6 hours per day. Careful
daily clinical examination is required and appropriate
action should be taken to minimize loss of animals
during the study due to autolysis or cannibalism. Body
weights are measured weekly during the first 13 weeks
and once every 4 weeks thereafter. Food and drinking
water intake are determined weekly during the first 13
weeks and thereafter 3 monthly. Blood tests (Section
6.4.5) are performed after 3, 6, 18 and 24 months on 20
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animals per sex per group and a differential blood count
is performed on samples of animals from the highest
dose group and the controls, and at lower dose levels
when indicated. Urine analysis of 10 animals per sex
per group should be performed at the same intervals. At
6 month intervals clinical chemical analysis to the same
extent as described for chronic toxicity testing should be
carried out. At the end of the experiment a 50% survival
rate is expected for mice at 18 months and rats at 24
months. Complete gross examination is performed and
histopathological examination is carried out on all tissues
and organs from the highest dose group and the control
group. Where indicated, the tissues and organs of lower
dose groups should be examined and all tumours or
lesions suspected of being tumours should be examined
histopathologically.

Positive carcinogenic findings in animals require
careful evaluation to determine their relevance to humans.
Of key importance is the mechanism of tumour induction.
The International Programme on Chemical Safety has
developed a conceptual framework to provide a structured
and transparent approach for the assessment of the overall
weight-of-evidence for a postulated mode of induction for
each tumour type observed [65, 66]. There is a scientific
consensus that some tumours seen in rodents arising from
specific non-genotoxic mechanisms, are not relevant
to humans. The International Agency for Research on
Cancer (IARC) has provided detailed characterization
for some of these mechanisms and has identified the key
biochemical and histopathological events which should
be observed in order to conclude that the tumours arose
because of one of these mechanisms and can therefore
be dismissed as not relevant to humans [67,68]. Human
data may provide direct information on the potential
carcinogenicity of the substance. When human data of
sufficient quality are available, this is preferable to animal
data as no interspecies extrapolation is necessary and
exposure scenarios are likely to be more realistic.

Limited in vivo studies

Limited, medium-term in vivo studies have been
developed to study the tumour enhancing properties
of chemicals. Such studies are able to bridge the gap
between in vitro and in vivo screening methods for
genotoxicity and long-term carcinogenicity studies. They
employ a known initiator or a genotoxic carcinogen in
a subcarcinogenic dose, followed by administration of
the substance to be examined. Several organ systems
have been proposed and used [69] such as skin, lung,
stomach, mammary gland, kidney, thyroid, pancreas,
intestines and urinary bladder. These studies are used to

obtain information on carcinogenic action as well as to
determine dose-response relationships [70].

Various short and medium-term carcinogenicity
assays with neonatal or transgenic animals have been
developed which serve as a tool for studying in vivo
induction of cancer and provide essential information
about the predisposing factors to specific genetic
alterations in carcinogenesis. Examples are the rat liver
foci model, the XPA”" and the p53+/- knockout mouse
models, the Tg.AC and Tg.rasH2 transgenic mouse
models and the neonatal mouse model. An evaluation of
studies with transgenic mice has recently been published
by the International Life Sciences Institute. These models
were generally accepted to be useful as screens for
hazard identification but not as a complete replacement
for the two-year bioassay [71].

To study tumour enhancing properties various in
vitro tests have been proposed [72], but these tests
have been insufficiently validated. They are based on
the determination of clinical properties common to a
group of promoting agents, such as loss of cell-to-cell
communication and outgrowth of partially transformed
cells.
6.4.8 Reproductive and developmental toxicity
The term “reproductive toxicity” is used to describe the
adverse effects induced on any aspect of mammalian
reproduction. It covers all phases of the reproductive
cycle, including impairment of male or female
reproductive function or capacity and the induction
of non-heritable adverse effects in the progeny, from
conception to sexual maturity, such as death, growth
retardation, structural and functional effects [5].
Reproductive toxicity is not the same as teratology,
which refers to the study of (structural) malformations,
although teratogenicity (embryo/foetotoxicity) is part
of reproductive toxicity. Although all stages in the
reproductive cycle may be vulnerable to directly or
indirectly induced effects, the more rapid developmental
stages may be more vulnerable than others. The following
developmental stages, i.e., gametogenesis, conception,
the embryonic period from conception to the end of
major organogenesis, the foetal period, being the end of
embryogenesis to the birth of the progeny, the neonatal
period and the developmental period until adulthood, may
all be involved in chemical toxicity. Not infrequently,
there is a delay between the moment of exposure and
the manifestation of the effect and this is especially the
case in gamete formation and maturation. Gametogenesis
occurs very early in embryogenesis, whereas germ cell
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formation in females occurs only before birth. Certain

adverse effects in such cells can be induced before birth,

but are not expressed before the germ cell is fertilized
which undergoes the developmental period until sexual
maturity, thus passing one generation.

Under REACH, testing for reproductive toxicity
is not required at tonnage levels below 10 tonnes per
annum. At 10-100 tonnes per annum, in vivo screening
for reproductive/developmental toxicity (OECD 421 or
422, see Chapter 16) is requested if there is no evidence
from available information on structurally related
substances, from (Q)SAR estimates or from in vitro
methods, that the substance may be a developmental
toxicant. Where there is serious concern about the
potential for adverse effects on fertility or development,
a prenatal developmental toxicity test (OECD 414) or
a two-generation reproductive toxicity study may be
proposed, instead of the screening study. Otherwise
these studies will be requested at 100 tonnes per annum.
Reproductive toxicity testing need not be conducted for
known genotoxic carcinogens or germ-cell mutagens
since the results of reproductive toxicity testing are
unlikely to influence the outcome of the risk assessment.
The general objectives of reproductive toxicity testing
are to establish:

e Whether administration of the substance to males and/
or females prior to conception and during pregnancy
and lactation causes adverse effects on reproductive
function or capacity.

e Whether administration of the substance during the
period of pre or post-natal development induces non-
heritable adverse effects in the progeny.

e Whether the pregnant female is potentially more
susceptible to general toxicity.

e The dose-response relationship for any adverse
effects on reproduction.

Tests for adverse reproductive effects

The available OECD tests and important characteristics
are shown in Table 6.8 [73]. Reproductive toxicity can
essentially be detected during each stage of development.
Examples of effects are given in Table 6.8. Detection of
reproductive toxicity in animal experiments is usually
done in four segments:

a. fertility and general reproductive performance;

b. embryotoxicity and teratogenicity;

c. pre and postnatal development;

d. multigeneration studies.

a. Fertility and general reproductive performance
This involves the treatment of males and females before

mating for a period sufficiently long to cover the different
stages of spermatogenesis or follicular development.
Pregnancy, location and development to sexual maturity
is followed and recorded in comparison with controls.

b. Embryotoxicity and teratogenicity

Embryotoxicity and teratogenicity are investigated by
treating pregnant mammals (usually rats and or rabbits)
during embryogenesis. Foetuses are recovered just
before delivery and examined for morphological and
structural malformations. If embryotoxic and teratogenic
effects occur in such tests only at the level of maternal
toxicity, the relevance of the found effect as a real effect
is debatable.

c. Pre and postnatal development

In this case treatment of pregnant mammals is restricted
to the latter third of pregnancy and during parturition and
lactation in order to examine adverse effects during that
particular period.

d. Multigeneration studies

The simple two-generation reproduction toxicity test
(OECD Guideline 416) provides an excellent cost-
effective way of testing that all reproductive functions are
normal. The test cannot identify the origin of the adverse
effects, but it is good for detection, although usually poor
in the characterization of effects.

Short-term in vivo studies (e.g., Chernoff/Kavlock
tests [74]), studies in non-mammalian species or in vitro
studies will not, in the absence of more definitive data,
provide a basis for a firm decision about the reproductive
toxicity of a substance. In 2002, three in vitro tests for
embryotoxicity were considered to be validated by the
ECVAM Scientific Advisory Committee and ready for
consideration for regulatory acceptance and application:
the Whole Embryo Culture (WEC), the Micromass (MM)
and the Embryonic Stem Cell Test (EST). However,
these tests were also not considered to be replacements
for the current in vivo testing as a whole, but to be used
as part of a tiered testing strategy [73].

Data from repeated-dose toxicity studies in which
there are marked adverse effects on the reproductive
organs (usually the testes) can also be used to identify a
substance as being toxic to reproduction. Data from such
studies cannot be used to identify a substance as being of
no concern in relation to reproduction. It is essential to
distinguish between a specific effect on reproduction as a
consequence of an intrinsic property of the substance and
an adverse reproductive effect which is a non-specific
consequence to general toxicity (e.g., reduced food



Toxicity studies

253

Table 6.8 Reproductive toxicity studies.

OECD Guideline 414 Prenatal development toxicity study

OECD Guideline 415 One-generation reproduction toxicity study
OECD Guideline 416 Two-generation reproduction toxicity study

OECD Guideline 421 Reproduction/developmental toxicity screening test

OECD Guideline 422 Combined repeated dose toxicity study with the reproduction/ developmental toxicity screening test

Time and targets at which a substance initiates its toxicity

Examples of adverse effects on

Adult toxicity

Maternal toxicity (changing physiology and metabolism during
pregnancy and lactation)

Developmental toxicity

¢ Pre-implantation and implantation

* Embryonic development

 Placental development

 Foetal development

* Postnatal development
(neonatal, pre-weaning, post-weaning, puberty)

- libido

- behaviour

- endocrine function

- mating

- gamete production

- reproductive life span

- susceptibility

- ability to nurse

- milk quality and quantity

- fertilization

- movement of fertilized ova
- implantation

- survival of ova

- growth and differentiation
- organ development

- survival

- growth
- organ function

- growth and differentiation

- organ function

- survival

- birth weight

- organ function

- hormone function

- immune function

- CNS and peripheral NS function
- sexual function

- other cellular functions (e.g. transplacental carcinogenesis)
- survival

or water intake, maternal stress). Hence, reproductive
toxicity should be assessed alongside parental toxicity
in the same study. However, developmental toxicity
occurring in the presence of maternal effects does not
itself imply a causal relationship between the two and
therefore it is not appropriate to discount developmental
toxicity that occurs only in the presence of maternal
toxicity. If a causal relationship can be established, it
may be concluded that developmental toxicity does not

occur at lower doses than the threshold for maternal
toxicity, although the substance can still be considered
as a developmental toxicant. In the absence of proven
causality, the nature and severity of the developmental
versus the maternal effects may well warrant the
conclusion that a substance should be considered as a
specific developmental toxicant when the effects are only
observed in the presence of maternal toxicity.

If it is possible to identify a NOAEL from well-
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reported and reliable human studies, this value may be
used preferentially in the risk characterization. However,
it is expected that this will rarely be the case.

6.4.9 Specific studies and toxicogenomics

Although in a well-executed toxicity study all types of
effects can usually be detected, the focus of the study
will not, per se, be directed towards effects on, for

example, the immune system, the central nervous system
or particular related behaviour, or endocrine effects.

Immunotoxicity

Immunotoxicology in particular has received
growing attention over the last decade, since it is well
recognized today that chemicals may influence the
immune system in a variety of ways and interact with
immune responsiveness and thus health maintenance.
Immunotoxic responses may occur when the immune
system is the target of the chemical insult; this in turn
can result in either immunosuppression and a subsequent
decreased resistance to infection and certain forms of
neoplasia, or immune dysregulation which exacerbates
allergy or autoimmunity. Alternatively, toxicity may
arise when the immune system responds to an antigenic
specificity of the chemical as part of a specific immune
response (i.e., allergy or autoimmunity) [75]. Numerous
papers have been published on the subject and were
well reviewed by Van Loveren and Vos [76]. A tiered
approach is advocated, in which it is suggested that
the first tier should be set up according to OECD
Guidelines 407 and 408 Repeated-dose toxicity tests.
A very detailed overview is given in the Environmental
Health Criteria Document of IPCS [75]. The objective
of the first tier is to identify potential immunotoxicity
by including specific parameters such as complete
blood cell count and a differential white blood cell
count, organ weights of thymus, lymph nodes, spleen
and histopathological examination of thymus, spleen,
lymph nodes, Peyer’s patches and bronchus associated
lymphoid tissue (BALT). The measurement of serum
Immunoglobulin M (IgM), IgG and IgA concentrations
is also suggested. If indications of immunotoxicity are
found, further specific test systems should be applied to
identify immunotoxic properties and to detect the lowest
level at which any effect will occur (i.e., cell-mediated
immunity, humoral immunity, macrophage function,
natural killer cell function or host resistance). If there are
no indications of immunotoxicity in the 28-day (or 90-
day) toxicity test, and none from SAR either, no further
specific investigation for immunotoxicity will normally

be required. Currently there are few methods for specific
investigation of immuntoxic effects which are regarded
as sufficiently validated for routine use [75,77]. The
plaque forming assay or the equivalent using the ELISA
method (Enzyme-linked Immunosorbent Assay) are
recommended to identify altered T-cell dependent
humoral responses [78,79]. Of particular value for risk
assessment are so-called “host resistance models”, in
which the clinical relevance of immunotoxicity can be
evaluated [75,80].

In contrast to the potential suppressive effects on the
immune system, the hazards of immune sensitization,
eventually resulting in chemically-induced allergy and
autoimmunity, can not be fully assessed in the current
tiered approach. Apart from the animal models for skin
sensitization and respiratory hypersensitivity, no validated
models are available for the testing of oral sensitization
by chemicals or “novel” proteins. In drug development
immune-mediated hypersensitivity reactions have been
reported to be the most frequent cause of failure of drugs
during clinical development [81]. Recently Nierkens
et al. [82] published an oral exposure model in mice
using reporter antigens to predict chemical-induced
hypersensitivity reactions.

Neurotoxicity

Neurotoxicity is the induction by a chemical of adverse
effects in the central or peripheral nervous system, or
in sense organs. Anger [83] claimed that neurotoxic
effects are not unusual: in 24% of chemicals for which
threshold limit values in the working environment have
been set, neurotoxic effects were the sole or partial
reason for regulation. Neurotoxicity may be indicated
by the following signs: morphological (structural)
changes in the central or peripheral nervous system or
in special sense organs; neurophysiological changes
(e.g., electroencephalographic changes); behavioural
(functional) changes; neurochemical changes (e.g.,
neurotransmitter levels). The subject was reviewed by
OECD (OECD, 2004). The first indications of adverse
neurotoxicological effects can usually be detected by
the classical acute and repeated-dose toxicity studies
(OECD 402, 403, 420, 423, 407 and 408, Table 16.1).
These tests examine a number of simple nervous system
endpoints (e.g., clinical observations of motor and
autonomous nervous system activity, and histopathology
of nerve tissue), which should be regarded as the starting
point for the evaluation of a substance suspected to
cause neurotoxicity. SAR considerations may prompt
the introduction of additional parameters to be tested in
standard toxicity studies. When available information
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provides indications of possible neurotoxic effects,
additional endpoints may be included in the initial
standard tests(s) in order to obtain in-depth information
about a specific type of neurotoxic effect. Alternatively,
existing information may indicate a need to conduct
a neurotoxicity study (OECD 424) with specific tests
to assess a suspected neurotoxic effect. Specific tests
may include neurobehavioural, neuropathological,
neurophysiological and neurochemical methods.
Organophosphorous compounds (OPs) are often
potent inhibitors of various types of esterases such as
actylcholinesterase and neuropathy target esterase (NTE)
and are also capable of inducing pathological lesions in
the nervous system known as ‘“delayed neurotoxicity”,
characterized by the delayed onset of flaccid paralysis
and distinct neuropathological lesions of the peripheral
nerves, spinal cord and brain. [84]. OECD Guidelines
418 and 319 have been developed to detect substances
causing delayed neurotoxicity. For the evaluation of
cholinesterase inhibition of OPs and other substances,
the reader is referred to the WHO/FAO Joint Meeting of
Experts on Pesticide Residues (JMPR) recommendations
on the Interpretation of Cholinesterase Inhibition [85].

Endocrine disruption
An endocrine disrupter is an exogenous substance that
causes adverse health effects in an intact organism
or its progeny through alterations in the function of
the endocrine system. Thus, endocrine disruption is
a mechanism rather than an adverse health effect.
Concern about endocrine disruption has resulted in the
development of newly proposed test guidelines which
specifically address effects on hormone homeostasis and
on male and female reproductive organs. With respect to
endocrine disruption, the two-generation study (OECD
416) is currently the most complete study available. In
both this study and the developmental toxicity study
(OECD 414), additional endocrine-sensitive parameters
can be studied on a case-by-case basis, when endocrine
disruption is an issue of concern. A number of possible
improvements have been identified, many of which are
most relevant to mammalian test designs [86]. These
include:
e Extension of organ weight and histopathology
requirements for gonads and accessory sex organs.
e Pathological examination of offspring, where
appropriate.
¢ Measurement of sex hormone blood levels.
e Detailed assessment of spermatogenesis and/or semen
quality.
e Monitoring of oestrus cyclicity.

* Enhancement of current monitoring of physical and
behavioural development.

e Learning and memory functions in offspring.

* Possible investigation of accessory sex organ
secretary products.

New and revised test guidelines to detect endocrine

disruptors are being discussed within OECD. In 2006,

the following projects were in progress:

* Peer-review of the rodent uterotrophic assay to detect
oestrogenic effects.

e Validation of the rodent Hershberger assay to detect
androgenic effects.

* Consideration of enhancements to the existing OECD
TG 407 (Repeated-Dose Oral Toxicity).

e Further enhancement of TG 416 (two-generation
reproduction test).

Toxicogenomics

Toxicogenomics is defined as a study of the response

of a genome to hazardous substances, using “omics”

technologies such as genomic-scale mRNA expression

(transcriptomics), cell and tissue-wide protein expression

(proteomics), and metabolite profiling (metabolomics),

in combination with bioinformatic methods and

conventional toxicology. In relation to chemical hazard/
risk assessment, this emerging science could provide
tools for:

e Improving the understanding of mechanisms of
toxicity.

* Identifying biomarkers of toxicity and exposure.

* Offering ways to reduce, refine and replace costly
animal intensive methods in chemical screening and
testing.

* Reducing uncertainty in the grouping of chemicals for
assessments, (Q)SARs, inter-species extrapolation,
effects on susceptible populations, etc..

* Assessing the effects of chemical mixtures and
combinations of stressors.

Currently, toxicogenomic approaches are recognized
as not yet sufficiently developed for risk assessment
decisions or to replace existing approaches [87-89].
However, they can be used to provide supportive
evidence on a case by case basis [87]. More research is
required if toxicogenomics is to become a tool routinely
used in toxicology. This research should define further
correlations between genomic and the more traditional
hazard assessment data. Micro-array techniques need to
be standardized and data available for analysis held in
open-access databases [90].
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6.4.10 In vitro tests for toxicity

The area of toxicological risk evaluation presently relies
on a range of animal experiments. Many of these tests are
standard procedures in the form of guidelines formulated
by the OECD [29]. The use of these procedures has
resulted in the relatively safe use of chemicals in industry,
or as agrochemicals, drugs, household chemicals or
cosmetics. However, large numbers of laboratory animals
have been used and distress has been caused to many
of these animals [91]. This has resulted in discussions
on the ethical, scientific and financial feasibility of the
process of toxicity testing. In their book, The Principles
of Humane Experimental Technique, Russell and Burch
introduced the terms “Replacement, Reduction and
Refinement”, or the three Rs [42]. This was much later
followed by legal regulations concerning the humane
use of animals in experimentation within the European
Community [43]. Thus, animal studies should be justified
and the available alternatives carefully considered.

Apart from these ethical objections to the use of
animals, the reliance on animal data in toxicology also
encounters scientific criticism. Animal models are, in
many cases, motivated by the assumed fundamental
biological comparability of the integrated system of
intact mammalian organisms. However, the use of animal
data to predict a compound’s toxicity in humans is
always prone to some degree of uncertainty. This is the
result of qualitative or quantitative differences between
physiological and biochemical processes in animals and
humans, as well as in compound-specific parameters
regarding uptake, distribution, biotransformation and
excretion, which may also differ in a qualitative way
[92]. These deviations may result in wide differences in
the concentration of a compound at the target tissue in
different species for the same external dose. Moreover,
appreciable species differences in the mode of toxic
action of compounds may occur. Further difficulties may
result from the extrapolations that have to be made from
a rather small, homogeneous group of laboratory animals
to the very heterogeneous general human population. In
risk assessments attempts are made to overcome these
uncertainties by introducing assessment factors, e.g., no
observed (toxic) effect levels (NOELSs) determined in
animal experiments are divided by these factors to account
for interspecies and/or interindividual differences when
establishing safety standards for human exposure [4].

Some procedures in toxicity testing are very
time-consuming and expensive, e.g., a “classical”
carcinogenicity study. Therefore, the economic aspect
of toxicity testing using intact animals is also a factor

of concern. In the development of drugs or pesticides
the use of combination chemistry, together with high-
throughput systems, to select possible compounds for
further development also requires the more direct use
of toxicity studies. Here, it would be very useful if the
mechanisms of toxic action could also be taken into
account. The use of studies in in vitro systems may well
be an advantage here.

Non-animal test methods

Over the last decades an increasing number of test
systems have been developed that do not rely on the use
of intact animals, but make use of biological systems at
a lower level of organisation than the organism: isolated
organs, cell cultures, subcellular systems. These in vitro
systems have been very useful in studying the molecular
basis of a chemical’s biological activity, including its
mechanism(s) of toxic action [93]. There are now in
vitro models for many different organ systems, including
systems for studying effects in cells or tissues derived
from the liver, kidney, neuronal system, lungs, muscle,
etc. The European Centre for the Validation of Alternative
Methods (ECVAM) has produced a range of reports
summarizing the state-of-the-art for these systems. An
overview of these reports can be found on the ECVAM
website (http://ecvam.jrc.cec.eu.int/index.htm) and in a
summary report by Worth and Balls [94].

Another important development is the prediction
of biological reactivity on the basis of a compound’s
physicochemical properties, such as structure, molecular
size, reactive groups, etc. [95]. One application of this
knowledge is in the construction of SARs (Chapter 10).

Knowledge of a compound’s mechanism of toxic
action, either derived from in vitro systems or based on its
structure, can provide a basis for hazard identification. In
many areas of industrial development of new chemicals
or products these approaches are widely applied, mainly
for screening purposes.

Presently, a wide variety of in vitro systems is
available or is being developed to study different forms
of cytotoxicity [94]. Cytotoxicity can be defined as the
adverse effects resulting from interference with structures
and/or processes essential for cell survival, proliferation,
and/or function [96]. These effects may involve the
integrity of membranes and the cytoskeleton, cellular
metabolism, the synthesis and degradation or release of
cellular constituents or products, ion regulation, and cell
division. This offers the concept of “basal cell functions”
that virtually all cells possess (mitochondria, plasma
membrane integrity, etc.). In this concept a wide range
of toxic reactions are the consequence of non-specific
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alterations in these cellular functions, which may then
lead to effects on organ-specific functions and/or death
of the organism [96]. Based on this concept, in vitro tests
can be used for screening and as potential replacements
for in vivo toxicity testing, especially for acute (lethal)
toxicity.

A further category of cellular toxicity tests will need
to describe more specific functional disturbances of
specialized differentiated cell systems. While the first
type of test will focus on cytotoxicity as can be measured
by parameters such as cell death or adverse effects on
the household functions that are general to all cell types,
this second type of test will be designed to quantify
parameters that will reflect tissue or organ-specific
toxicity [97]. It could be argued that these more specific
forms of toxicity testing are more important for the non-
lethal toxic effects and for chronic toxicity.

Depending on the aim of the study either basal
cytotoxicity or organ or tissue-specific toxicity can
be measured. As indicated above, a good overview of
the currently available test systems can be found in the
reports by ECVAM. The methods described in these
reports also comprise, among many other systems, the
use of hepatocyte cultures in biotransformation and
hepatotoxicity studies, the use of cytotoxicity parameters
in phototoxicity studies, neurotoxicity in neuronal cells,
skin preparations for irritancy, corrosivity or absorption
studies. A number of these methods have now been (or
will soon be) adopted by the OECD. One set of in vitro
tests has been used in regulatory procedures for over
three decades: bacterial mutagenicity tests to determine
genotoxicity.

Furthermore, in vitro systems can be used to study
early cellular responses that may form the basis for
predicting toxic responses in the in vivo situation.
These biomarkers of toxic effects can be applied in
a hazard characterization of the compounds under
investigation. Examples of such early cellular responses
are: oxidative stress and glutathione homeostasis, cellular
stress responses, changes in enzyme activity, cytokine
responses, etc. [98]. The increasing possibilities to use
cell and tissue cultures to measure these biomarkers
of effect are now becoming complemented by the
potential use of information derived from genomics,
transcriptomics, proteomics and metabonomics [99,100].

Extrapolation of in vitro toxicity data to the in vivo
situation

As our understanding of toxic mechanisms steadily
increases, the role of in vitro methods in this is obvious.
However, a hazard assessment cannot easily be made

without further knowledge of the compound’s behaviour
in the integrated system of an intact organism. Therefore,
results obtained from in vitro studies in general, are
often not directly applicable to the in vivo situation. One
difference between the in vitro and the in vivo situation is
the absence of the processes of absorption, distribution,
metabolism and excretion (i.e., biokinetics) that govern
the exposure of the target tissue of the organism in vivo
[101]. The concentrations to which in vitro systems
are exposed may not correspond to the actual situation
at the target tissue after in vivo exposure. In addition,
metabolic activation and/or saturation of specific
metabolic pathways may also become relevant in terms
of the toxicity of a compound in vivo thus leading to
misinterpretation of in vitro data if such information is
not taken into account. Therefore, predictive studies
on the biological activity of compounds require the
integration of data on the mechanisms of action with data
on biokinetic behaviour.

Use of kinetic models in combination with in vitro
systems for the prediction of in vivo dose.

Biokinetic modelling describes the absorption,
distribution, metabolism and elimination of xenobiotics
as a function of dose and time within an organism. Such
models can be divided into two main classes: data-based
compartmental (“classical”’) models and physiologically-
based compartmental models [102]. Over the last 15
years, the feasibility of this modelling approach has been
greatly increased due to the availability of computer
techniques that allow for the simultaneous, numerical
solution of differential equations [103].

The physiologically-based biokinetic (PB-BK) models
are well suited to be combined with in vitro techniques
for measuring kinetic parameters. These models describe
the compartments with respect to the known anatomy and
physiology of the organism. Compartments correspond
to relevant anatomical structures such as liver or kidney,
or tissue types such as fat or muscle. The distribution of
a compound throughout the body is described by tissue-
blood partition coefficients (PCs) and, if applicable,
by any active transport processes. Metabolism and
elimination of a compound can be described by either
a linear clearance rate or a saturable Michaelis—Menten
term in the organs capable of biotransformation (e.g.,
the liver, lungs, intestine or kidneys). The pulmonary
ventilation rate and blood—air PC play a role in the uptake
and exhalation of volatile compounds.

While many species-specific anatomical and
physiological data are now available from the literature
[104,105], compound-specific parameters for PB-BK
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models, like tissue-blood PCs and the Michaelis—Menten
constants Vmax and Km, can be obtained either by fitting
these parameters to experimental data obtained in vivo
or, in some cases, based on results from in vitro data and
physicochemical parameters for the chemicals under
investigation.

Thus, the physiological as well as the chemical-
specific parameters will be used in a set of differential
equations that describe the biokinetic behaviour of a
compound in the PB-BK model. Once the compound is
taken up in the systemic circulation, the kinetic processes
of distribution, metabolism and excretion of a compound
are independent of the exposure route. Thus, it is possible
to extrapolate from one exposure route to another.
Besides route-to-route extrapolation, PB-BK models
also facilitate extrapolation of dose and animal species
beyond the conditions of laboratory studies [102].

The use of this technique of integrating in vitro data
with PB-BK models to estimate toxic doses in vivo has
shown promising results in a number of studies, e.g., for
the neurotoxic effects of acrylamides [106], for some
industrial chemicals [107] and for reproductive toxicity
effects [108].

6.5 HUMAN HEALTH HAZARD
ASSESSMENT

6.5.1 Introduction

In hazard assessment, the data available will first of all be
evaluated with regard to quality and completeness. Both
human and non-human studies need to be considered
as well as in vitro and (Q)SAR data. Relevant aspects
of data availability and data evaluation (i.e., validity,
reliability, and relevance), are discussed in Section 8.5.
Further to this evaluation, the usefulness of the data
for hazard and risk assessment needs to be addressed,
using a weight-of-evidence approach (Section 8.5.1).
The data selected thus will be used further to determine
the possible adverse effects to which humans could
be exposed. One of the first end results of the hazard
assessment will be the classification and labelling of
the substance. The next goal of hazard assessment is the
identification of exposure levels above which humans
should not be exposed through dose (concentration)
— response (effect) assessment. These aspects will be
covered in this section.

6.5.2 Classification and labelling
The object of classification and labelling is “to identify all
the physicochemical, toxicological and ecotoxicological
properties of substances and preparations which may
constitute a risk during normal handling or use. Having
identified any hazardous properties, the substance
or preparation must then be labelled to indicate the
hazard(s) in order to protect the user, the general public
and the environment.” [54]. Classification should be
based on a set of well-defined criteria. It is stressed
here that classification and labelling pertains to
intrinsic properties revealed in the hazard identification
process, but not to hazard or risk assessment. Exposure
considerations fall outside the scope of this exercise.
“Any classification based on biological data can never
be treated as final. Experts may differ in opinion and
most borderline cases can be reclassified in an adjacent
class. Variability or inconsistency in toxicity data due
to differences in the susceptibility of test animals, or
to the experimental techniques and materials used, can
also result in differing assessments. The classification
criteria are guidelines intended to supplement but never
to substitute for specialist knowledge, sound clinical
judgement or experience with a compound. Reappraisal
might be necessary from time to time” [109].
Classification and labelling can be considered to
be the first risk management tool for chemicals and
is based on the results of hazard identification and/or
effect or dose-response assessment but not on exposure
assessment. Classification and labelling is not based on
the results of the risk characterization because this is
based on actual or predicted exposure levels and not on
potential exposure levels during normal handling or use.
For example, exposure to a carcinogenic substance is
normally reduced to levels at which no risk is expected.
However, the users of this substance still have to be
warned about the carcinogenic property of the substance
and the safety measures required because the hazardous
properties of the substance have not changed.

Examples of international classification systems are:

1. The general classification and labelling requirements
for dangerous substances and preparations of the
European Communities [54].

This system classifies substances and preparations on
the basis of physicochemical properties, toxicological
properties (acute toxicity, irritation, sensitization,
repeated-dose toxicity), specific effects on human
health, including carcinogenicity, mutagenicity and
reproductive toxicity, and environmental effects
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(acute toxicity, persistence, bioaccumulation,
atmospheric effects). The classification and labelling
of substances and preparations is based on the
available data. There is no requirement for additional
testing under these directives. The classification
results in labelling using none or one or more of seven
symbols (Chapter 1, Figure 1.8), 59 R (risk) phrases
and 62 S (safety) phrases. This labelling is the first,
and often the only, information on the hazard of the
substance or preparation and on the required safety
measures that reaches the user. Further, classification
has consequences related to several regulatory fields,
such as worker health and safety, transport, major
industrial accidents, consumer products, waste and
pollution.

Classification and labelling of substances
and preparations under the EU system is done by
the person placing the substance or preparation
on the market (self-classification). However, this
legislation also envisages harmonized classification
and labelling of substances based on proposals
by the member states. This has resulted in a list of
classified substances (Annex I to 67/548/EEC).
The classification process is mandatory and must
also be used for self-classification of preparations
containing one or more of these substances. This list,
covering approximately 8000 substances is included
in the European legislation but is also available
as a searchable database on the website of the
European Chemical Bureau (http://ecb.jrc.it/). As the
classification in this list is based on the available data,
the absence of a chemical in the list could mean that
either the substance has no hazardous properties or
that the substance was never evaluated for inclusion
in Annex I. The absence of a certain hazard for
a chemical in Annex I could mean that either the
substance does not have this hazardous property
or that there are no data available to determine
whether classification for this hazardous property is
necessary.

The classification and labelling of preparations
can be based either on tests with the preparation
or on the composition of the preparation. The
directive provides simple rules to determine the
classification of the preparation based on the weight/
weight percentage and classification of each of the
components.

. The WHO recommended classification of pesticides
by hazard and guidelines to classification 1992-1993
[109].

This classification is based primarily on acute oral
and dermal toxicity, as expressed by the LD50 test.
No specific labelling is prescribed, except for general
recommendations, e.g., to use the symbols which are
usually applied to substances with a high degree of
hazard. Information on the classification of individual
pesticides is available on the WHO website (http://
www.who.int/ipcs/publications/pesticides_hazard/en/
index.html).

Global Harmonised System for classification and

labelling (GHS) [110].

This United Nations system is meant to harmonize
existing classification and labelling systems. The
system was completed in 2002 and will be revised
regularly. It covers physicochemical properties,
toxicological properties (acute toxicity, irritation,
sensitization, specific target organ systemic toxicity,
carcinogenicity, mutagenicity and reproductive
toxicity), and aquatic toxicity for substances and
mixtures. The system is currently being implemented
in national and EU legislation. The GHS has many
similarities with the EU classification and labelling
system but there are also some differences. For
example, different symbols are used and additional
categories are introduced for some endpoints.
Information on the GHS can be found at: http://www.
oecd.org/department/0,2688,en_2649_34371_1_1_1_
1_1,00.html and http://www.unece.org/trans/danger/
publi/ghs/ghs_welcome_e.html.

In the EU, GHS will be implemented together
with the new REACH chemical legislation.
Classification is important for REACH because an
exposure assessment and a risk characterization is
only required for substances which are classified as
dangerous or meet a number of other criteria.

Classification of carcinogens of the International

Agency for Research on Cancer (IARC)[111].

The IARC evaluates the carcinogenic risk of

chemicals, agents, mixtures or conditions of

human exposure. These evaluations are available as

monographs and result in classification into one of

the following groups:

Group 1 - The agent (mixture) is carcinogenic to
humans.

Group 2A — The agent (mixture) is probably
carcinogenic to humans.

Group 2B — The agent (mixture) is possibly
carcinogenic to humans.
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Group3 - The agent (mixture or exposure
circumstance) is not classifiable as to
its carcinogenicity to humans.

Group4 - The agent (mixture) is probably not

carcinogenic to humans.
Classification by IARC does not result in any legal
obligations. Information on the IARC classification
system, including a list of classified substances, is
available on the IARC website: (http://monographs.
iarc.fr/index.php).

Box 6.3 shows how dieldrin is classified under these
classification systems. The differences between the
different systems could be due to differences in criteria,
differences in the available data at the time of evaluation,
or differences in the interpretation of the data between
groups of experts. Table 6.3 shows the classification
criteria of the four systems for chemicals on the basis of
acute LD50 values.
6.5.3 Dose-response assessment
Dose-response evaluation for threshold effects: the
NOAEL approach
The dose-response data resulting from toxicity studies
need to be evaluated and, in general, the aim of such an
evaluation is to derive a “safe” dose, i.e., a dose that does
not result in biologically significant effects. This dose is
called a “Reference Point” (RP) or a “Point of Departure”
(PoD). In current approaches, a distinction is made
between toxic effects that show a dose threshold below
which adverse effects are assumed not to occur and effects
lacking such a threshold. This Section discusses the
NOAEL approach, which has been the standard approach
for evaluating dose-response data for threshold effects.
The next Section discusses the evaluation of endpoints
for which no dose-threshold is assumed, in particular,
tumours that are caused by a genotoxic mechanism.
NOAEL stands for “No Observed Adverse Effect
Level”. Briefly, this is the highest dose at which no
(adverse) effects were observed in the available toxicity
studies. Figure 6.9 illustrates the NOAEL principle for a
single endpoint. The procedure to assess it is as follows:
e For those endpoints that show a (dose-related)
change, determine the lowest dose that differs
(statistically significantly) from the controls. This is
the LOAEL (Lowest Observed Adverse Effect Level)
for that endpoint (see Figure 6.9).
e For each of these endpoints, assess the dose below
the LOAEL, this is the NOAEL for that endpoint (see
Figure 6.9).
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Figure 6.9. Illustration of the LOAEL and NOAEL for a
decrease in red blood cell counts observed in an OECD toxicity
study. The small marks indicate the observations in individual
animals, the larger marks indicate the group means.

n.s.: not significantly different from the controls.

*: significantly different from the controls.

*#%: highly significantly different from the controls.

* Determine the lowest NOAEL over all endpoints in
the study, this is the overall NOAEL for that study.

* Determine the lowest of the NOAELSs of the available
studies, this is the (overall) NOAEL for that chemical.
The study and endpoint associated with the NOAEL
for the chemical are called “critical study” and
“critical endpoint”, respectively.

This procedure implies that a NOAEL can only be

derived from a study (and endpoint) that showed effects

at higher doses. Further, it should be noted that the
procedure does not rule out toxicological judgement.

For instance, the critical effect found may not be

relevant, or less so, for humans (e.g., kidney effects in

rats, effects in the forestomach). Or, particular effects
may be considered adaptive (and reversible) without
being adverse. Therefore, the word “adverse” in the term

NOAEL is essential.

Similarly, the word “observed” is essential. By
definition, the effect at the NOAEL does not differ
statistically significantly from the controls. This only
means that the effect was not large enough to be detected
by the statistical test. Or, conversely, the statistical test
apparently was not sensitive enough to detect the effect
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Box 6.3. Example: classification and labelling of dieldrin (CAS: 60-57-1)

EC [54]: symbols T+ and N, risk phrases R25-27-40-48/25-50/53, meaning:
* T+, R27 = very toxic (skull and cross bones symbol) in contact with skin (LD50 dermal, rat or rabbit < 50 mg/kgy,, ).
T+

* T,R25=toxic if swallowed (25 < LD50 oral, rat < 200 mg/kg, ).

e T, R48/25 = toxic with danger of serious damage to health by prolonged oral exposure (serious damage to health to be
caused at levels below 5 mg/kg,,,-d).

¢ R40, category 3 carcinogen = possible risk of irreversible effects (concern to man owing to possible carcinogenic effects
but for which the information available is not adequate for making a satisfactory assessment. There is some evidence from
appropriate animal studies, but it is insufficient for a higher category).

¢ N, R50, R53 = dangerous to the environment (dead tree and fish symbol), very toxic to aquatic organisms (L(E)C50 fish or
Daphnia or algae < 1 mg/L), may cause long-term adverse effects in the aquatic environment (substance not be readily

biodegradable or the log K, > 3.0, unless the experimentally determined bioconcentration factor < 100).
N

WHO [109]: Class-1b, highly hazardous, oral LD50 for the rat is between 5 and 50 mg/kg,,.

GHS [110[: An official EU classification is not available for any substance at the moment because GHS has not yet been

introduced in EU legislation. However, based on proposed legislation and translation of the current EU classification, the

following GHS classification may be expected:

¢ R25 becomes Acute toxicity, Category 2 or 3 (oral) with skull and crosshones pictogram, signal word “Danger” and hazard
statement “Fatal if swallowed (Cat. 2)” or “Toxic if swallowed (Cat. 3)".

¢ R27 becomes Acute toxicity, Category 1 (dermal) with skull and crossbones pictogram, signal word “Danger” and hazard
statement “Fatal if swallowed”.

* R40 becomes Carcinogenicity, Category 2 with health hazard pictogram, Signal word “Warning” and hazard statement
“Suspected of causing cancer”.

» R48/25 becomes STOST! (repeated exposure), Category 1 with health hazard pictogram, signal word “Danger” and hazard
statement “Causes damage to organs through prolonged or repeated exposure”.

* R50/53 becomes Hazardous to the aquatic environment, chronic 1 with environmental hazard pictogram, signal word
“Warning” and hazard statement “Very toxic to aquatic life with long lasting effects”.

IARC [102]: Group 3: The agent (mixture or exposure circumstance) is not classifiable in terms of its carcinogenicity to
humans.

1 STOST = Specific Target Organ Systemic Toxicity
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(in statistical terms: the power of the test was too low).
Therefore, it can only be concluded that the effect at the
NOAEL is smaller than the detectable effect size of the
statistical test (and hence, of the particular study). Put
another way, the size of the effect at the NOAEL could
be anywhere between zero and the detectable effect
size. In practice, this point is often overlooked, and the
NOAEL is simply considered as a dose where the effect
has been shown to be zero. This is unfortunate, since in
some cases the detectable effect size is not negligible,
and biologically significant effects cannot be excluded.

Apart from the fundamental problem that a NOAEL
is often unjustly regarded as a no effect level, various
other disadvantages of the NOAEL have been identified
in the literature [47,103], the most important of which are
briefly summarized here. Since the detectable effect size
of a study depends on the number of animals used, the
value of the NOAEL does as well. In fact, its value tends
to be higher when fewer animals are used, while the
opposite would be more appropriate (greater uncertainty
should be paired with more conservatism). Further, the
NOAEL can only be one of the applied doses. Both
these points imply that the NOAEL strongly depends
on the study design (choice of dose levels and number
of animals per dose). As a consequence, replicating a
particular toxicity study using another study design,
but which is otherwise identical, is likely to result in
another value for the NOAEL. This uncertainty in the
value of a NOAEL is probably large, but how large
cannot be quantified. This is another disadvantage of the
NOAEL approach, as in risk assessment quantifying the
uncertainties involved is crucial for deriving protective
human exposure limits. Finally, the NOAEL approach
does not make full use of the dose-response information
as a whole.

Dose-response evaluation for non-threshold effects

For carcinogens that act by a genotoxic mechanism it
could theoretically be argued that each single molecule
has a very small probability of giving rise to a DNA
adduct, and that this adduct has a very small probability
of causing a mutation. This single mutation could
possibly occur in a gene that is potentially related to the
carcinogenic process, thereby increasing the probability
of generating of a malignant cell. In reality, the process of
carcinogenesis is much more complex, but the basic idea
expressed here is that the onset of tumours appears to be
stochastic in nature: it cannot be predicted, even if we
understood precisely all the biological processes involved
(just as we cannot predict the outcome of tossing a single
coin). From this perspective decreasing the dose will

lead to an ever decreasing tumour probability, and hence
an ever decreasing tumour incidence in a population of
animals (or humans). In other words, a dose-threshold
below which tumours cannot be evoked at all by the
chemical appears to be implausible.

Due to the lack of a dose-threshold the NOAEL
approach has been considered unsuitable for genotoxic
carcinogens. Since it is assumed that there is a non-zero
risk at any (low) dose, an evaluation of tumour incidence
data (evoked by a genotoxic carcinogen) can only try to
determine a dose where the risk is acceptably small, e.g.
10, i.e., one in a million (over a lifetime). The latter
low risk level has also been denoted as a de minimis risk.
The problem is that most tumour dose-response data
originate from animal studies, which normally use dose
groups consisting of 50 or maybe 100 animals per dose.
Therefore, a de minimis risk is far below the range of
observation: in animal studies an observable risk would be
in the order of 107! (one in 10), five orders of magnitude
higher than a de minimis risk of 10, To assess a dose
associated with a risk five orders of magnitude lower that
the range of observation is a clear, and extreme, case of
extrapolation. The term commonly used for this problem
is low-dose extrapolation although, strictly speaking,
the term “low-risk extrapolation” would better cover the
essence of the problem.

The low-dose extrapolation problem is handled
differently by different countries. At the one extreme,
some countries tend to regard the extrapolation of
risk levels observable in animal studies to risk levels
acceptable for humans as impossible, and they tend to
omit any quantitative evaluation of the tumour incidence
data. Instead, the ALARA principle is adopted in the case
of genotoxic carcinogens. At the other extreme, in the
US, the default approach has been to fit a dose-response
model (in particular, the linearized multi-stage model,
or LMS model) to the tumour incidence data, and to use
the fitted curve to estimate the dose associated with a
specified low risk level, usually 107. This estimated dose
(or rather its lower confidence bound) is then called the
VSD (“virtually safe dose”).

Both these extreme approaches are now vanishing.
The former approach (ALARA) is recognized as
unnecessarily weak, for instance, because it treats all
genotoxic carcinogens as exactly the same (i.e., under the
ALARA principle), even when there are data indicating
that one compound gives much more reason for concern
than another. The latter approach (extrapolation using
a fitted model) is now increasingly recognized as an
unwarranted extrapolation method. Currently, and
internationally, there is a tendency towards the BMD
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(Benchmark Dose) approach, including for genotoxic
carcinogens. In this approach a dose-response model is
fitted to the tumour incidence data, and the fitted model
is used to estimate a dose associated with a risk level that
is within the observation range, typically a 10% risk. The
estimated dose at 10% risk is called the BMDI10, and
its lower confidence bound, the BMDL10. See the next

Section for a further discussion of the BMD approach in

a broader context.

Obviously, a 10% cancer risk level would be
unacceptable for the human population, and a BMDL10
is considered as a RP or PoD for further evaluation. In
current practice there are two ways to proceed:
¢ Linear extrapolation. When the genotoxic process of

carcinogenesis is simply a cascade of (independent)

stochastic events (such as: formation of DNA adduct,
no repair at cell division, mutation in relevant gene),
where each event has a constant (small) probability,
the tumour probability would be proportional to the
dose (number of molecules) in the low dose region.
In reality, there are various biological phenomena that
appear to have the effect of making the dose-response
more sigmoidal [63]. For instance, it is known that
more than one mutation is required to turn a normal
cell into a malignant cell. Or, enzyme saturation may
lead to a more than proportional increase in internal
dose levels when the dose is increased. Therefore,
it may be assumed that a tumour incidence dose-
response would be sublinear (sigmoidal), rather than
linear. This is only a qualitative statement, however,
and of not much use for risk assessment, except that
it can be said that linear extrapolation would lead to
a conservative estimate of a low-risk dose level (for
an illustration of this, see Figure 6.10). Therefore,
linear extrapolation from the BDMLI10 (i.e., lower
confidence bound of the estimated dose at 10% risk)
to a given low risk level may be assumed to result
in a conservative estimate of the associated dose.
The danger of this method is that low-risk estimates
obtained by linear extrapolation are sometimes
presented as realistic values (e.g., by reporting
the number or yearly deaths due to exposure to the
chemical). It should always be clearly indicated that
the derived risk values should be considered as upper
bound estimates, based on a conservative assumption

(of linear dose-response), while it is not possible to

state how conservative the estimates may be.

e The MOE (Margin of Exposure) approach (see also
ILSI [63]). In this approach the estimated human
exposure is divided by the RP, usually the BMDL10,
and the resulting ratio reflects the interval between

log-logistic model, pi = a+(1-a)/(1+exp(c.In(b/x)))
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Figure 6.10. Sigmoidal dose-response relationship. Linear
extrapolation from the BMD10 overestimates the risk.

the human exposure and the dose with a “known”
risk level. The MOE can be used to compare
various genotoxic carcinogens, for example, to
help risk managers in prioritizing chemicals that
require attention. Further, it has been suggested that
particular values of the MOE may be formulated
that could be associated with low, intermediate, or
high levels of concern. For instance, EFSA [115]
suggested that an MOE higher than 10,000 might be
regarded as a low level of concern. As yet, there is
no consensus on this value, however. The advantage
of the MOE approach is that calculations and explicit
quantitative statements on risk levels far below the
range of observation are avoided. It should be noted,
however, that the low dose extrapolation problem is
now hidden in the value of the MOE considered as a
“low level of concern”.
Variations on these two approaches are possible by
using another RP than the BMDLI10. For example,
linear extrapolation may be performed from the first
statistically significant dose (simple Dutch method). In
the MOE approach various summary statistics may be
used to quantify exposure in the human population, e.g.,
the average (median) exposure, or a particular percentile,
such as the 95" percentile, representing the exposure
that is exceeded by 5% of the population, or an upper
confidence bound for the 95t percentile, to take into
account the impact of random errors in the data.
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Figure 6.11. Illustration of the Benchmark Dose approach
applied to the same data as in Figure 6.9. A curve, in this case
an exponential function, is fitted to the data, and this curve is
used to assess the CED (vertical dashed line) at a CES of 5%
(horizontal dashed line). Next the confidence interval for the
CED is calculated (see L-5 and L-95, denoting the lower and
upper bound of the 90% confidence interval). The lower bound
of this confidence interval (CEDL, or BMDL) is normally used
as a RP (PoD) in risk assessment.

Dose-response evaluation: the BMD approach

Given the disadvantages of the NOAEL approach, an
alternative method for deriving a RP (PoD) from toxicity
data has been proposed by Crump [113]: the Benchmark
Dose approach.

The BMD is defined as a dose level that is associated
with a pre-specified (small) change in response (denoted
as BMR, or Benchmark response) compared with the
controls, given some endpoint showing a dose-related
response. The value of the BMD is estimated from dose-
response data by fitting a dose-response model to the
observations. To take the experimental errors in the data
into account, the lower confidence bound of the BMD
estimate (denoted as BMDL) is normally used as the RP
(PoD). Figure 6.11 provides an illustration of the BMD
approach.

While the BMD approach was originally intended as
an alternative to the NOAEL, i.e., to be used for threshold
effects, it can equally well be used for non-threshold
effects (see previous Section). In fact, the threshold
assumption is not a very useful assumption in evaluating
toxicity data: whether it exists or not, it can never be

measured, simply because of the fact that zero effects
cannot be measured. The BMD approach recognizes this,
and makes use of a non-zero effect size (the BMR) as
a surrogate for a zero response. Thus, one of the most
important questions faced by risk assessors is: what value
of the BMR to choose for the various endpoints measured
in toxicity studies? This will be discussed for quantal and
continuous data consecutively.

BMR for quantal endpoints
Quantal dose-response data reflect a dose-related change
in incidence, and the BMR is defined as a particular
change in incidence, for instance a 5% increase in
incidence compared to the controls. An increase in
incidence compared to the background can be done in
various ways, and the most common of these are:

* Subtract the responding fraction at a given dose from
that in the controls, the result is called additional
risk.

* Divide the responding fraction at a given dose by that
in the controls, the result is called relative risk.

e Take the additional risk, and divide that by the
fraction of non-responding animals in the controls,
the result is called extra risk.

Relative risk is often used by epidemiologists,

while additional and extra risk are typically used by

toxicologists and risk assessors (using animal data). The
question of what value to take for the BMR (additional
or extra risk) to derive a BMD is difficult to answer
from a toxicological point of view. Therefore, it has
been suggested that a BMR level should be used which,
on average, will result in BMD values that are similar
to the NOAELs derived from the same data. Various
studies have been performed to investigate this, and the
results indicated that a BMR of 5% or 10% would result
in BMDs that are, on average, similar to the NOAELs.

However, this only applies on average; in individual

cases the values may be quite different.

BMR for continuous endpoints
For continuous endpoints, two approaches are currently
used for defining a BMR. In one approach, the BMR
is defined in the same way as for quantal data, i.e., in
terms of extra risk. The variation in the controls is
considered to provide information on animal responding
“abnormally”, for instance, by assessing the response
level that is exceeded by 5% of the animals. Then, the
dose where this same response level is exceeded by 15%
of the animals is a BMD at a BMR of 10%.

In the other approach, the BMR is defined as a
particular change in the level of the endpoint, for
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Table 6.9. Some terms used for quantal and continuous response data in the context of the BMD approach.

Quantal response data

Continuous response data

additional/extra* risk
BMR
BMD(L)

Type of pre-specitied effect

Terms for pre-specified effect
Terms for associated dose

extra* risk
BMR**
BMD(L)

percent change in average level
CES, or BMR
CED(L), or BMD(L)

*  Extra risk is additional risk divided by the non-responding fraction of the population.
** The BMR in terms of extra risk is used for continuous data in the “hybrid approach” [116,117].

example, a 5% decrease in red blood cell (RBC) counts,
or a 20% decrease in AChE activity. This definition of
a BMR is also called a Critical Effect Size (CES), to
distinguish it from the BMR in terms of extra risk. The
associated BMD in this case is usually denoted as CED
(Critical Effect Dose). While extra risk reflects a change
in the population, CES reflects the change in a biological
parameter in an individual. Table 6.9 summarizes some
of the terms used in the BMD approach.

Ideally, for continuous endpoints, the choice of an
appropriate value for the BMR (CES) would be based
on toxicological information indicating what particular
effect size (in a given endpoint) can be considered as
starting to be adverse to the organism. Such information
is currently not available for most endpoints [114].
Therefore, as long as this is the case, a more pragmatic
approach must be adopted, by selecting a CES which is
as low as possible, for example, but which is still within
the range of observation. Based on experience with dose-
response modelling of toxicity data, it has been suggested
to use a CES of 5% as a default value. This value appears
to be within the range of observation for most endpoints
encountered in regular toxicity studies. Further, an
effect size of 5% is smaller than the detectable effect
size under the NOAEL approach for most toxicity data.
This does not imply, however, that the CEDOS (i.e., CED
at a CES of 5%) is generally smaller than the NOAEL
derived from the same data. The reason for this is that
the NOAEL approach is less efficient, and therefore
unnecessarily conservative. Bokkers and Slob [118] show
that for a sample of around 250 datasets, the NOAELs
and CEDs at a CES of 5% are similar.

Selection of the model

The value of the BMD (and BMDL) resulting from
a dose-response analysis depends on the model used.
Therefore, the question of which model to use for
describing the dose-response data is important. In
general, the dose-response models used for describing

dose-response data are relatively simple mathematical
functions which are chosen for practical or historical
reasons. They do not reflect the underlying mechanisms
involved in the interaction between the organism and
chemical determining the dose-response relationship. In
incidental cases (e.g. for compounds) efforts are made
to develop “biologically-based” dose-response models,
but so far no models have been found which capable
of predicting the dose-response relationship prior to the
dose-response data. Therefore, dose-response modelling
is, in fact, a statistical analysis of the available data
which aims to describe the information provided by the
data in such a way that errors in the data are smoothed
out. Thus, all models that appear to adequately describe
the dose-response data are appropriate models, and could
be used in the BMD approach. In practice this could
lead to a situation where various models describing the
data might well result in different curves (and, possibly,
different BMDs). There is no way to decide which
of the models is the right one (if any), and this type of
uncertainty is often referred to as “model uncertainty”. It
should be kept in mind, however, that this uncertainty is
in fact caused by limitations in the data. For instance, the
dose-response data may not contain a sufficient number
of doses (or, more precisely, a sufficient number of
observed response levels). With good data sets different
models (that adequately describe the data) should result
in similar curves.

The important property which a dose-response
model must have is that it is flexible enough to follow
the data, but at the same time it should not be too
flexible. The flexibility of the model is reflected by the
number of parameters in the model. Therefore, finding
an appropriate model can be partly viewed as the task of
determining the proper number of parameters needed to
be in the model. For this reason, it is convenient to use
nested families of models, as illustrated in Figure 6.12.
The simplest model in this family (M1) has only one
parameter (a): the average response. This model reflects
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Figure 6.12. Illustration of a nested family of models [119].
With permission of Oxford University Press.

the situation that the response does not change with dose.
The next model (M2) is an exponential function, which
has one parameter more (b), reflecting the steepness of
the exponential curve. This model can be extended with
an additional parameter d, which makes the curvature of
the exponential function more flexible, resulting in M3.
M2 can also be extended by a parameter c, to make the
curve level off at higher doses (M4). And finally, M5
contains all four parameters.

Nested families of models, like the one in Figure
6.12, can be used for model selection using the following
principle. When any of the models is extended by
including an additional parameter, this should lead to a
statistically significant improvement of the fit, otherwise
it should be left out. Thus, by comparing the fits of the
various models it can be decided which parameters are
useful for inclusion in the model. Models containing too
many parameters (over-parameterization) could result in
curves that are not supported by the data. For a further

description of the model selection process in nested
families of models, see Slob [119].

The so-called ‘“‘saturated model” plays a special
role. This model does not assume any dose-response
relationship: it simply consists of the average response
levels. These form the parameters of the model, and they
are estimated using the same statistical assumptions
(e.g., on the distribution) as used in fitting the models.
When the saturated model results in a significantly
better fit than a particular fitted dose-response model,
the model is significantly rejected. The “goodness of fit”
may be tested in this way. However, it is important to be
aware that this test assumes that the study is perfectly
randomized regarding all experimental treatments
(including time of feeding, dosing, and Section). In
practice, this is normally not the case.

6.5.4 Default assessment factors

Introduction

The derivation of a NOAEL or BMD of a particular
substance is only the starting point in the process of
deriving a human health-based limit value (MPR:
maximum permissible risk level (Box 6.4), under
REACH defined as DNEL.: derived no effect level) for
this substance. To achieve this it is necessary to deal
with the differences between the experimental effect
data, generally obtained in animals, and the human
situation, taking into account variability and uncertainty.
Generally this is done by applying “assessment factors”
(AFs). These are individual factors which depend
on the available data set of the substance. Each AF
quantifies one step in the process of extrapolation from
experimental data to the human situation. Ideally, each of
these factors is based on substance-specific information
[2]. However, in practice this is rarely possible, mostly
due to limitations of the dataset and lack of human data.
Hence, quite often default AFs need to be used.

The most important aspects of the extrapolation process
are:

* Interspecies differences.

* Intraspecies differences.

» Differences in exposure duration.

* Issues related to dose-response.

* Quality of the database.

Interspecies differences

Because animal studies are almost inevitably the starting
point in human hazard assessment, and because it
is quite unlikely that humans have exactly the same



Human health hazard assessment 267

Box 6.4. Maximum Permissible Risk level

Examples of oral MPRs for non-carcinogenic substances are the ADI (acceptable daily intake, for substances deliberately
added to food items) and TDI (tolerable daily intake, for substances unintentionally present in food items), both are expressed
in mg/kg bw/day and defined as the daily intake of a chemical which, during the entire lifetime, appears to be without
appreciable risk on the basis of all known facts at the time. The RfD (Reference Dose) is similar to the ADI/TDI, but is more
strictly defined. Inhalation MPRs are defined in a similar way and expressed as concentrations in air. An example of another
health-based limit value is the AOEL (acceptable operator exposure level): the level that has no harmful effects on the health

of operators (people working with the substance).

MPRs for carcinogenic substances are usually defined as the daily dose, taken during the entire lifetime that will cause 1:10%,

1:10° or 1:10° additional cancer cases during the entire lifetime.

sensitivity to any particular substance as experimental
animals, the potential difference in sensitivity needs to
be addressed. Unless specific human data are known
(in which case in general no extrapolation is needed)
[120], the default assumption is that humans are more
sensitive than experimental animals. Assuming that the
pivotal toxic effect of the particular substance is the same
in all mammals (in most toxicity studies rodents are
used), inter-species differences have to be attributed to
(1) toxicokinetic and/or (2) toxicodynamic differences
[47,121,122].

The most important quantitative factor in the
expression of toxicologically relevant effects is the
toxicokinetic behaviour of the test substance in the test
animal: its absorption, distribution, metabolic conversion,
and excretion. In general, this can be extrapolated from
test animal to humans by allometric scaling of the critical
dose. It has been demonstrated that generally equitoxic
doses, expressed in mg per kg body weight (bw) per day,
scale with body weight to the power of 0.75. This results
in default allometric scaling factors for different animal
species when compared with humans. They are derived
with the expression presented in Equation 6.1. The
default allometric AFs for common experimental animals
are listed in Table 6.10 [47,121, 123,124,125].

Toxicodynamic differences between the test animal
and humans are the potential differences in intrinsic
susceptibility of the animal compared with humans. An

AF of 2.5 is applied as the default. So, in case of a rat
study, the overall default AF for interpecies differences
is 10 (4 for toxicokinetic differences times 2.5 for
toxicodynamic differences) [125].

It has to be borne in mind, however, that substance-
specific information might demand the use of other AFs
to cover interspecies differences [2]. This might be the
case if detailed metabolic data of a particular substance
in different animal species (including man) are available,
for example. In vitro metabolic data may be helpful in
this.

Intraspecies differences (inter-individual differences)
In contrast to experimental animals, which are genetically
highly homogeneous, humans differ in sensitivity due
to biological factors such as age, gender, health and
nutritional status, metabolic polymorphisms, etc. [126].
It is generally assumed that a default assessment factor
of 10 covers the vast majority of the human population
including, e.g., children, the elderly, and the sick. It is
thus assumed that the most susceptible individual is
at most 10 times more susceptible to the toxic effects
of a particular substance compared with the least
susceptible individual in the human population. Based
on the evaluation of a large volume of data it has been
suggested that this default AF should be divided into two
default AFs, each with a value of 3.16 [121, 127]. One of
these to cover toxicokinetics, the other to cover toxico-
dynamics. The purpose of this is to allow for specific

b Whuman /b Wanimal

0.75

0.25

= (bwhuman / bwanimal)

(bwhuman /b Wanimal)

6.1)
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Table 6.10. Default assessment factors to cover toxicokinetic interspecies differences.

Species Body weight (kg) Allometric assessment factor
Mouse 0.03 7

Rat 0.25 4

Guinea pig 0.8 3

Rabbit 2 2.4

Monkey 4 2

Dog 18 1.4

Human 70 1

AFs if sufficient data are available. Indeed, as with
interspecies differences, with intraspecies differences
too, substance-specific information may demand that
other AFs be used to cover these differences [2, 126].

intraspecies

Default assessment factor to cover

differences: 10.

Exposure duration

Normally the aim of the risk assessment process is to
protect human individuals against the potentially toxic
effects of a chemical following lifelong exposure. Since
adequate human data are almost always lacking, any
risk assessment is ideally based on animal experiments
of chronic (i.e., lifelong) duration (note, however, that
besides this, specific information is needed with respect
to, e.g., neurotoxicity, reproductive toxicity, etc.). If such
chronic experiments are not available, AFs have to be
used to extrapolate from experiments of shorter duration
[47,123]. In toxicity testing the following exposure
periods are distinguished:

Acute: a single exposure (oral), or up to 24
h exposure (inhalation)

Sub-acute: 28 days of daily exposure

Semi-/sub-chronic: 90 days of daily exposure

Chronic: 1.5-2 years of daily exposure (for

rodents)
The default AFs to extrapolate from short to long test
periods are listed in Table 6.11. [125].

Sometimes risk assessments are performed for shorter
periods than lifelong exposure. In these cases too, the
choice of AF depends on the quality of the database,
the characteristics of the key study and the intrinsic
properties of the substance under consideration. It is
practically impossible to set default values for AFs in

such cases: they have to be selected on a case-by-case
basis.

Dose-response relationship

Since even the best toxicity study will never cover more
than the parameters observed, there is always an intrinsic
uncertainty with respect to the question: “does the
NOAEL of a particular substance as observed in toxicity
testing in experimental animals really represent the true
no adverse effect level of this substance in humans too?”
This question can of course never be fully answered but,
never-the-less, it should not be forgotten!

Occasionally a pivotal toxicity study did not succeed
in deriving a NOAEL, simply because even at the
lowest dose significant toxic effects were observed.
Consequently, this dose is the LOAEL (lowest observed
adverse effect level) of this particular test. However,
remember that if there are no additional toxicity data, it
is impossible to be sure whether this is the true “lowest
effect level”! Even so, in such a case it is necessary to
extrapolate to the NOAEL from this LOAEL. In general,
AFs between 3 and 10 are used for this extrapolation,
depending on the data [48,116,118]. However, if possible
the BMD approach is preferred over the LOAEL to
NOAEL extrapolation (see Section 6.5.3 of this chapter).

A BMD which has been calculated as the lower
confidence limit of the dose that produced a 5% response
(BMDy) is, on average, assumed to be comparable to a
NOAEL (see Section 6.5.3). If other BMD indicators are
used (e.g., a BMD, ) it has to be considered on a case-
by-case basis whether an additional dose-response AF is
needed.

Alternative data
In the framework of REACH the use of alternative data is
considered acceptable if sufficiently justified. Examples
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Table 6.11. Default assessment factors to cover exposure

duration.
Extrapolation Assessment factor
Semi/subchronic to chronic 2
Subacute to chronic 6
Subacute to semi/subchronic 3

Acute to subacute/subchronic/chronic not possible

of such alternatives are in vitro data, (Q)SAR data and
read-across of chemical categories. However, this does
create additional uncertainty, which may be addressed by
the application of an extra AF. Generally an AF between
2 and 10 is applied, but larger AFs are certainly not
excluded. The risk assessor has to discuss and decide this
on a case-by-case basis [125].

Route-to-route extrapolation

In the human-toxicological evaluation aimed at deriving
a NOAEL or BMD, toxicity data for all routes of interest
for a particular compound (i.e., oral, inhalation, and, if
applicable, also dermal) are considered. This full dataset
is needed to obtain a complete picture of the toxicological
properties of the compound. In practice, however, the
available datasets are often limited. Consequently, when
oral data are insufficient to derive an oral NOAEL/BMD,
route-to-route extrapolation is done based on inhalation
data. Similarly, if inhalation data are lacking, route-to-
route extrapolation can be applied using oral data. Such
extrapolations are based on conversion of the oral dose
in mg/kg bw/day to the inhalation dose expressed as the
concentration of the substance in air together with the
breathing volume. The latter is by default set at 20 m?
per day (24 h) for a healthy adult for “light exercise”. A
conservative assumption of a retention factor of 100% by
inhalation is also often applied. More precise data can be
used if desired, e.g., for heavy physical labour a value of
3.9 m? per h as the mean for adult males and females.
In addition, potential differences in absorption have to be
taken into account [47,123,125]. It must be emphasized,
however, that route-to-route extrapolation is a rather
unreliable method to derive any limit value.

Data evaluation: quality of the database

Depending on the size and quality of the database from
which a DNEL is to be derived, the resulting limit value
has a certain reliability. Basically the reliability score is
the result of expert judgement of the database from which

the limit value is derived. This judgement involves:

* The size of the database. Any specific toxicity of a
particular substance is better defined if observed
in different studies, by different investigators, in
different animals, with different study designs. Thus,
if only studies in one experimental animal species
are available, or if only a very small number of
studies is available, the resulting DNEL will at best
be of medium reliability. In this context it should be
noted that more recent studies may be expected to
have involved modern research methods and good
laboratory practice, but that older studies are not by
definition less reliable.

e The design of a particular study. It should allow the
significance of a particular toxic effect, and its dose-
effect relationship to be established. If possible a
toxic effect should be supported by histopathological
data, macroscopic observations, and research (in
vivo or in vitro) on the molecular mechanism of the
effect, etc. Thus, poorly designed studies will result
in a DNEL with low reliability (if the database does
not contain other, better designed and more extensive
studies).

* The severity of the pivotal toxic effect. Obviously,
a change in some biochemical parameter, which is
often reversible, is of much less severity than, e.g.,
an irreversible change in kidney function. As noted
above for the study design, a pivotal toxic effect
also gains strength if it is supported by other data
(histopathological data, macroscopic observations,
etc.).

e In general, a DNEL can be qualified as highly reliable
if it results from an evaluation by an internationally
renowned committee of experts, particularly because
these committees only derive a DNEL if a fairly
complete database is available.

* The extent of international consensus regarding the
nature and the severity of a specific toxic effect of a
particular compound also indicates the faith (or lack
of faith) which the international expert community
has in the toxicological characterization of this
substance.

The result of the above considerations is that in certain

situations, the use of an additional AF may be deemed

necessary [47,121,123,125]. It is not possible to define a

default value for such an additional AF. Its size has to be

discussed and decided on by the risk assessor.

Overall assessment factor
The overall AF for deriving a MPR/DNEL for a particular
substance is obtained by multiplication of the individual
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AFs as discussed in the previous sections. This is given
in Equation 6.2 (see below).

6.5.5 Exposure to mixtures of chemicals
Introduction

The assessment of human-toxicological risks resulting
from exposure to chemical substances is generally done
by a substance-specific approach on the basis of chronic
(i.e., long-term or lifelong) exposure. This approach was
chosen in the past because the responsible authorities
considered safety to be the most important aspect, i.e. the
primary goal is to prevent health risks.

Exposure to mixtures of substances with a threshold
for toxicity

Although exposures to only one substance do occur,
exposures to mixtures of chemicals are quite common.
In such mixtures the chemicals can exhibit combined
effects, e.g., joint similar or joint dissimilar action.
However, these are not interactions per se, because one
substance does not alter the activity of the other.

The toxicity of a particular substance is an intrinsic
characteristic of that substance. Hence it is difficult to
evaluate a mixture of substances as such: ideally each
of the components has to be assessed individually.
Consequently the human-toxicological evaluation of a
particular exposure scenario basically breaks down into
individual risk assessments for each of the chemicals
present. The final evaluation then has to be done on
the basis of the compound that produces the greatest
risk. However, often a detailed evaluation is not always
feasible or even necessary. Joint action or interaction of
combinations of chemicals have been defined in three
basic concepts: (1) simple similar action, (2) simple
dissimilar action, and (3) interaction.

Simple similar action

Simple similar action is also known as simple joint
action, or dose-addition. Each of the chemicals in the
mixture acts in the same way, by the same mechanism(s),
differing only in potencies. Thus the additive effect
can be described by summation of the doses of each
individual component in the mixture after correction

for the differences in potencies. The method by which
this can be done is known as the toxic equivalency
factor (TEF) approach, a method used for mixtures of
compounds with related structures, sharing a similar
toxic mechanism. This approach has been established for
the dioxins (i.e., the polychlorinated dibenzo-p-dioxines,
the polychlorinated dibenzofurans, and the coplanar
polychlorinated biphenyls — PCDDs, PCDFs and dioxin-
like PCBs, respectively). Each congener has been
allocated a TEF expressing its toxic potency as a fraction
of the potency of the most toxic congener, 2,3,7,8-
tetrachloro-dibenzo-p-dioxin (TCDD) [128]. For each
dioxin mixture the toxic potency can now be calculated
by multiplying the concentration of each congener in the
mixture with its TEF and adding up the resulting figures,
resulting in a total toxic potency expressed in toxic
equivalents (TEQs) of TCDD. The formula by which this
is done is as follows:

n

Dym = E]Di x TEF; (6.3)
in which D is the sum dose, and D; and TEF, are the
dose and toxic equivalence factor of the i component
of the mixture, respectively. Basically this is the general
formula for the proper application of dose-addition for
compounds with similar action without interaction
[129,130].

Another, more general approach is the method
using hazard indexes as originally proposed in the US
EPA mixture guidelines. Here the hazard quotients (the
quotient of actual exposure and health-based exposure
limit) are calculated for each individual component of
the mixture. One possibility is then to add up all the
quotients, resulting in an overall hazard quotient for the
mixture. If the resulting quotient is > 1, there is an actual
risk. But since this approach assumes a similar mode of
action of all the components in the mixture, it is basically
identical to the TEF approach. Another possibility is
to take the largest hazard quotient as an indicator for
the overall toxicity of the mixture. But this implicitly
presumes simple dissimilar action with full positive
correlation of susceptibility, as outlined above.

In its Manual for the Assessment of Joint Toxic
Action of Chemical Mixtures 2004 the ATSDR [130]

overall NOAEL or BMD
MPR or DNEL =

AF| x AF, x ... x AF,

6.2)
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outlined some refinements of the hazard index approach.
In this method the hazard index of each chemical in
the mixture is based on the target-organ toxicity dose
(TTD) of each of these chemicals. Separate hazard
index sums are thus estimated for all toxic endpoints of
concern. This approach accommodates the assessment
of mixtures whose components do not all have the same
critical effect. For a full application of this method TTDs
for each endpoint of concern are obviously needed — or
have to be developed — for the chemicals that affect an
endpoint at a dose higher than that for the critical effect
of the same chemical.

Simple dissimilar action

In simple dissimilar action (simple independent action,
independent joint action, response or effect-addition) the
nature, mechanism and/or site of action of the chemicals
in the mixture are different. Thus each chemical exerts
its own individual toxic effect, and does not alter the
effects of other chemicals in the mixture. This does
not mean that two compounds can not each cause, e.g.,
kidney damage, it only means that the mechanisms of
such seemingly similar effects are different and do not
interact. The same applies, of course, for a mixture of two
— not interacting — compounds each having a different
effect. Thus, one way or another, such effects are added
together. Note that following exposure to a mixture of
chemicals the resulting sum of the effect(s) might differ
from one human to another, due to inter-individual
differences in susceptibility to each of the substances in
the mixture.

When a population (or a group of animals) most
sensitive to a particular chemical in the mixture is also
most sensitive to all other chemicals in this mixture, the
susceptibilities to the chemicals in the mixture are said
to be fully and positively correlated. Thus, the hazard
posed by a mixture assuming simple dissimilar action
with full, positive correlation of susceptibility, is simply
the hazard posed by the most dangerous component
of the mixture. Consequently, there is no addition of
responses at all. In contrast, simple dissimilar action
with full negative correlation of susceptibility, leads to
full response addition. Of course, intermediate forms
of simple dissimilar action with incomplete or partial
correlations of susceptibility will be the rule rather than
the exception, and will lead to partial response addition.

Interaction

Interaction describes the combined effects of two or
more substances in a mixture resulting in an effect
stronger than the simple sum of effects of the individual

substances (synergism, potentiation, supra-additivity),
or weaker than expected (inhibition, antagonism, sub-
additivity). The term “interaction” is used here in an
empirical way, just to emphasize the difference with
“additivity”. Interaction might be of a physical-chemical
or biological nature, and might occur in the toxicokinetic
and/or in the toxicodynamic phase.

The major concern with interactions is supra-
additivity, because interactions resulting in sub-additivity
would have fewer possible health implications compared
with an exposure to each of the substances separately. But
with supra-additive interactions it is even conceivable that
the exposure to each substance separately has no effect,
because the levels of exposure are below their adverse
effect levels, while exposure to the mixture does result in
an adverse effect, just because of the supra-additivity of
the substances in the mixture.

Exposure to mixtures of genotoxic carcinogenic
substances

Mixtures of genotoxic carcinogens (which are assumed
not to have a threshold) are commonly approached by
assuming response addition (see above), because in
expressing carcinogenic risks no distinction is made with
respect to types of cancer [129,130]. Consequently, the
carcinogenic risk resulting from a mixture of several
different carcinogenic substances can be treated by the
response-addition approach. In other words, the estimated
cancer risks of the individual components of the mixture
are added up, resulting in the carcinogenic risk of the
mixture according to the formula [130]:

CR 6.4)

total =

n
Y CR,
i=1

in which CRtotal is the carcinogenic risk of the mixture,
and CR; is the carcinogenic risk of the ith component of
the mixture

Consequently it is quite conceivable that in a mixture
of, e.g., three carcinogens the concentration of each
individual carcinogen is below the MPR level, while the
cancer risk of the three together is above this level.

State-of-the-art and outlook

Studies with well-defined mixtures of chemicals,
only a few of which have been done, have shown that
in most cases exposure to the mixture at low doses
(i.e., doses below the toxic level of the individual
substances) appears to be of no health concern.
Moreover, the probability of increased health hazards
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due to additivity or potentiating interaction seems to be
small. However, mixtures of chemicals with a similar
working mechanism do inevitably show dose-addition.
Hence in the risk assessment process attention must be
focused on substances that share a common mode of
action. Understanding of the biokinetics and the toxic
mechanisms involved is needed for reliable hazard
characterization.

6.5.6 Concluding remarks

Assessing dose-response relationships with the BMD
approach, combined with present-day knowledge on
toxicodynamics and toxicokinetics, provides new
avenues for safety and risk assessment. If internal doses
at the target site can be determined and if the differences
in sensitivity of cells of different species at the cellular
level can be addressed at the cellular or even genome
level, such information will have a profound influence
on safety and risk assessment. Increasingly, toxicologists
will have to quantify the risk of exposure, rather than
just establish safe levels. This requires quantitative
risk assessment. Quantitative risk assessment will also
enable us to compare risks with other common and
uncommon, voluntary and involuntary risks. It will
provide us with tools to predict risks when humans are
inadvertently exposed to chemicals. The sophisticated
application of the BMD and assessment factors (based
on toxicokinetic and toxicodynamic considerations) is
already an important step in making risk assessments
more uniform and more transparent. Ongoing research,
of which “omics” is a promising example, will continue
to improve risk assessment procedures. In the future,
quantitative risk assessment and risk prediction may
provide us with new and better ways of comparing
toxicological risks with other risks that human beings
face, thus enabling our society to conclude whether such
risks are acceptable or not.

6.6 RISK CHARACTERIZATION FOR
HUMAN HEALTH

6.6.1 General aspects

Risk characterization is the step in the risk assessment
process where the results of the exposure assessment
(daily intake) and the effects assessment (NOAEL,
BMD) are compared. If possible, an uncertainty analysis
is carried out which, if it results in a quantifiable
overall uncertainty, produces an estimation of the risk.
Several questions should be answered before any such

comparison is made:

*  What is the target population to be protected?

*  What is the time scale of exposure?

*  What is the spatial scale of exposure?

*  Which route(s) of exposure is or are relevant?

* Are sufficient toxicity data available to derive a
meaningful toxicological parameter corresponding
to the time scale and the route(s) of exposure as
established in the exposure assessment?

*  What degree of uncertainty is acceptable?

Exposure of the general population through the

environment is an example of long-term exposure on

a local or regional scale. Man is exposed through the

environment directly via inhalation, soil ingestion and

dermal contact, and indirectly via food products and

drinking water (Figure 5.1).

Due to human behaviour, exposure and intake will
vary greatly within the population. Often human intake
is estimated by multiplying the average concentration
in each intake medium with the average intake or
consumption rate [131]. However, taking the “average
individual” as a default leaves potentially half of the
population less protected or even unprotected [132].
The only way to characterize the human risk properly
is to apply a method which predicts the percentage of
the population exceeding a certain intake criterion, e.g.,
the TDI or ADI. Consequently, an uncertainty analysis
for the intake assessment should be performed, which
implies that statistical information on consumption habits
and concentrations in the diet are needed [131-134].
6.6.2 Humans exposed via the environment
Direct exposure of humans through the environment can
be caused by inhalation of air, dust, or aerosols, ingestion
of soil (a significant route for children [135]), and dermal
uptake, for instance, due to contact with soil or during
bathing/swimming. These exposure assessments are
outlined in Chapter 5. Based on the exposure assessment,
and a number of basic human data [136,137,Table 6.12],
the actual intake of the substance of interest can be
estimated. The general aspects of exposure of humans
to food (plant and plant products, animal and dairy
products, and fish) and drinking water are also discussed
in Chapter 5. The resulting total body burden can be
expressed as a total oral intake.

The total oral, inhalation and dermal intakes are then
compared with the appropriate toxicological parameter
derived from preferably long-term studies or at least
subchronic studies. The most frequently used parameter
for non-genotoxic substances is still the NOAEL, but
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Table 6.12. Default parameters for consumers and workers.

Humans via the environment, consumers Workers

Lifespan 75 years Working life 40 years

Body weight (male & female) 70 kg Working day length 8h

Food intake 1.4 kg/day Working days per week 5

Water intake 2.0 L/day Working weeks per year 48

Breathing volume (light activity) 20 m? per 24 h Body weight (male & female) 70 kg
Breathing volume, light work 10 m3 per 8 h

the use of the BMD approach is increasing. The studies
selected are usually tests with experimental animals for
which a NOAEL/BMD (mammal) is derived. If reliable
human data can be used to derive a NOAEL/BMD,
this value is to be preferred. Risk characterization for
genotoxic substances takes place by comparing the
acceptable risk level with the estimated total daily
intake.

6.6.3 Workers

Occupational exposure is the result of a complex
combination of both dependent and independent
variables. These include the different physical states
of the substance under consideration resulting in
different exposure pathways, the immense variety of
labour activities in which one comes into contact with
chemicals, the processes and activities carried out, and
the wide variety of individual, organizational and cultural
attitudes with respect to what is acceptable practice and
what is not. The potential for occupational exposure is
discussed extensively in Chapter 5.

In general, exposure via inhalation and dermal
contact are the primary routes of occupational exposure.
Exposure through ingestion is also possible but this
route is considered to be much more dependent on
personal factors, and on the provision of hygiene
facilities and more effective supervision than the other
two routes. Exposure by inhalation is defined as the
concentration of a substance in the breathing zone and
is normally expressed as an average concentration over
some reference period (usually 8 h for long-term and 15
minutes for short-term exposure). In addition, dermal
exposure and uptake has to be taken into consideration.
Together these occupational exposures result in a total
intake (in general by inhalation because in most cases
breathing is the most important route of exposure), which
again is to be compared with the appropriate toxicological

parameter as outlined above. With respect to the “8 h
time-weight average” (the mean exposure level during
an 8 h working shift that is considered acceptable), and
assuming 48 working weeks per year over a working
period of 40 years, this results in a default correction
factor of 2.8 (7/5 x 52/48 x 75/40) in the calculation
of the occupational exposure level corresponding to a
certain risk level on the basis of (experimental animal)
lifetime exposure data [125].

It has to be noted that actual exposure levels may
well be lower or substantially lower than the reasonable
worst-case estimated levels, while it also is unlikely
that a worker will be exposed to worst-case estimated
levels during his or her entire working life. Some default
parameters for workers are provided in Table 6.12 [125].

6.6.4 Consumers

The previous Sections described the indirect exposure
of humans to chemicals somehow emitted into the
environment and contaminating air, food or drinking
water, or more specifically to chemicals in the working
environment. But people can also be directly exposed
to chemicals through consumer products. Consumer
exposure to hazardous substances is of particular concern
because the exposed population may include people of
all ages, both sexes and in all states of health, , on the
one hand, while there are very few ways of controlling
or monitoring the extent of exposure compared to the
occupational situation, on the other. Consumers can be
exposed to individual substances, preparations (mixtures
or solutions composed of two or more substances, such
as cosmetics, paints, and household detergents), and to
substances embedded in a solid or semi-solid matrix.
They can also be exposed to substances migrating from
package material into a food matrix. They may receive
chemical doses via the oral, dermal or inhalation routes.
Various exposure estimations are discussed in Chapter 5.
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These exposures result in a certain intake which can be
compared with the appropriate toxicological parameter as
outlined above. Some default parameters for consumers
are given in Table 6.12 [125].

6.6.5 Physicochemical properties

Under various regulatory frameworks, human risks
arising from physicochemical properties, such as
flammability, explosivity, oxidizing potential and particle
size, need to be assessed. This assessment addresses
the likelihood that an adverse effect will be caused
under reasonably foreseeable conditions of use in the
workplace or by consumers. This subject goes beyond
the scope of this book. For further information the reader
is referred to the TGD [5] and the OECD test guidelines
[29]. Secondary sources for physicochemical properties
have been compiled by the OECD [138] (see also Table
8.4).
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Ecotoxicology is the study of toxic effects of substances
on species in ecosystems and involves knowledge of
three main disciplines: toxicology, ecology and chemistry
(Figure 7.1). Truhaut [2] coined the term ecotoxicology
and included effects on humans in his definition, man
being part of ecosystems. The current tendency is
to include the effects of chemicals on all species in
the biosphere in the definition of ecotoxicology [3].
However, in this section, we will not consider effects
on man. Environmental risk assessment (ERA) shares
many methodological aspects with human health risk
assessment (HRA). However, there are a number of
fundamental differences between ERA and HRA related
to the scope of ERA which covers ecosystems and the
biosphere. Fundamental aspects of ERA are discussed in
the next section.

Ecotoxicological effects are changes in the state
or dynamics at the organism level, or at other levels of
biological organization, resulting from exposure to a
chemical. These levels may include the sub-cellular
level, the cellular level, tissues, individuals, populations,

Substances

. -~

/"’ Ecological interactions

/ Species ——>  nutrient cycles <«——— Systems

ECOLOGY

Figure 7.1. Ecotoxicology is a multi-disciplinary study into the
toxic effects of substances on species in complex systems [1].
With permission.

communities and ecosystems, landscapes and finally,
the biosphere. The number and variety of interactions
increases dramatically with increasing levels of biological
complexity.

Chemists are primarily interested in molecules and
fate processes, toxicologists in biokinetics, modes of
toxic action and effects in one or a number of standard
test species, whereas ecologists are interested in the
structure and function of ecosystems, effects, interactions
and recovery at the population and ecosystem level, as
well as in population genetics, biogeography, physiology
and evolution. Due to the complexity of ecosystems,
models are needed to describe the interactions between
substances and species (toxicology), between substances
and systems (chemistry) and between species in systems
(ecology), as well as to account for the overall integration
of these interactions (Figure 7.1). These models require
input from mathematics, statistics and informatics.

Although the scientific backgrounds, interests and
goals of the scientific disciplines differ, a synthesis
of these disciplines is observed in the context of risk
assessment. Normally, a sequence of research problems
can be identified in the process of environmental
risk assessment: the preliminary, the refined and the
comprehensive stages [4]. Given the wide variety of
research questions and topics (Table 7.1), this synthesis
does not take place automatically. This chapter aims
to illustrate how these disciplines can be integrated in
ecotoxicology and are key to our methods for the risk
assessment of chemicals.

This chapter will concentrate on ecotoxicological
approaches used for the risk assessment of industrial
chemicals. In Section 7.2 we will address some
fundamental aspects of ERA. In Sections 7.3-7.5 we
will introduce the core aspects of aquatic toxicity,
sediment toxicity and terrestrial toxicity. For the aquatic
environment the focus